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Abstract
With traditional semiconductor technology approaching the limits of scaling and chip
integration, the discovery of graphene and its astonishing properties stood as a promising
alternative for future electronics. In order to adequately put into context the possibilities
of graphene, it is critical to investigate the microscopic properties of electronic transport
in this material.

With this objective, a Monte Carlo simulator for graphene that includes the dynamics
of electrons and holes, with especial focus on hot carrier phenomena, like hot phonons,
Auger processes, and phonon-assisted generation and recombination mechanisms has
been developed. The analysis of electronic transport at high fields allowed to quantify
the relative impact that self heating and hot phonons have in the steady state drift
velocity of the carriers and temperature. Linear sheet current behavior at high fields was
found to be the result of free charge carriers created through impact ionization collisions.

Velocity fluctuation phenomena in graphene were studied employing various numeri-
cal methods aimed at the analysis of specific transient dynamics (under the application
of switching or AC electric fields). The frequency-dependent noise temperature was
obtained from the diffusivity an differential mobility, and the feasibility of generating
high-order harmonics in graphene, was presented in terms of the detection bandwidth.

The potential of graphene for optoelectronic applications requires also a deep under-
standing of the ultrafast relaxation processes that carriers undergo after being exposed
to light with an adequate wavelength. A thorough exploration of this process, with par-
ticular focus on the initial photoexcitation conditions, the effect of out-of-equilibrium
phonons and the influence of an underlying substrate is presented, together with an
experimental pump and probe differential transmission spectroscopy approach.

An initial version of a simulator of 2D material-based devices is presented, which
allows to set the basis for future research in the field of Monte Carlo modeling of this
kind of electronic devices.
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Resumen
Con los límites tecnológicos de las tecnologías de semiconductores tradicionales alcan-
zando los límites de escalado y integración en chip, el descubrimiento del grafeno y sus
impresionantes propiedades supuso una prometedora alternativa para el futuro de la
electrónica. Para contextualizar adecuadamente las posibilidades del grafeno, la investi-
gación de las propiedades micrsocópicas del transporte electrónico es una tarea crucial.

Con este objetivo, se ha desarrollado un simulador Monte Carlo para grafeno, que in-
cluye la dinámica de electrones y huecos, con espacial atención a fenómenos de portadores
calientes, como fonones fuera de equilibrio, procesos Auger o generación/recombinación
asistida por fonones. El análisis del transporte electrónico a campos altos permitió cuan-
tificar el impacto relativo del autocalentamiento y los fonones calientes sobre la velocidad
de deriva en condiciones estacionarias y la temperatura del material. Además se observó
un comportamiento lineal de la corriente debida a la ionización por impacto.

Se ha estudiado la fenomenología relacionada con fluctuaciones empleando diversos
métodos numéricos orientados a condiciones transitorias particulares (saltos abruptos de
campo o señales AC). La temperatura del ruido dependiente de la frecuencia se obtuvo
a partir de la difusividad y movilidad diferencial los portadores, y la viabilidad de la
generación de armónicos de orden alto en grafeno se presenta en términos del ancho de
banda límite para su detección.

El potencial del grafeno para aplicaciones optoelectrónicas precisa de una comprensión
detallada de los procesos de relajación ultrarrápida que sufren los portadores fotoexcita-
dos con longitudes de onda apropiadas. Llevamos a cabo un examen exhaustivo de este
proceso, con especial atención a las condiciones iniciales de fotoexcitación, el papel de
los fonones calientes, y el efecto del sustrato.

Finalmente presentamos una versión inicial de simulador para dispositivos electrónicos
basados en materiales 2D, que cimentará las líneas futuras de investigación en el campo
del modelado Monte Carlo de estos dispositivos.
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CHAPTER 1. INTRODUCTION

The readers of this thesis are invited to look around and find the electronic devices
at their reach. Most likely there is, at least, one smartphone. Maybe this thesis is being
read on a computer or a tablet PC, and you are wearing a digital or smart watch. If you
are in a living room, most certainly there is a TV and a hi-fi system. Electronic devices
nowadays are everywhere: in transport access controls, electronic payment systems, GPS
navigators... Even household appliances like microwaves or refrigerators not only rely
on electronic controllers, now they can even be connected to the internet. All these
ubiquitous devices are a result of an incessant push of the limits of science and technology.

The first irruption of a field-effect transistor (FET) dates back to October 1926,
when J. E. Lilienfeld presented to the patent office a device capable of controlling the
electric flux between two terminals of a conducting solid by setting a third terminal
between them [1]. Later in 1933, he improved his invention by including an insulator layer
between the modulation contact and the conducting material [2], what was later known as
the MOSFET (Metal-Oxide-Semiconductor Field-Effect-Transistor). Fabrication of these
devices was impossible at the time due to technical hindrances and scarce knowledge of
semiconductor physics. As a result, electronics were based mainly on vacuum tubes, until
a series of discoveries changed everything: in 1947, J. Bardeen and W. Brattain fabricated
the first operative transistor based two point contacts on n-type Germanium [3]. Shortly
after, W. Shockley perfected this idea and created the Bipolar Junction Transistor [4],
BJT for which the three scientists won the Nobel prize. BJTs provided a more reliable,
power efficient, and above all, smaller alternatives to vacuum tubes. From then on, the
advances in the field were overwhelming. In 1954 the first commercial Silicon transistor
is presented by Texas Instruments. Bell Labs developed the basic technological processes
that made possible the realization of the integrated circuit by J. Kilby, from Texas
Instruments in 1958. Just a few months later the basis of planar technology was settled
by R. Noyce, paving the way to the development of complex integrated circuits.

It was in the following decade when the ideas of Lilienfeld could be finally put into
practice: the first functional MOSFET was presented by D. Kahng and J. Atalla right on
1960 [5]. The CMOS (Complementary Metal Oxide Semiconductor) circuit was invented
in 1963 by F. Wanlass and C. T. Sah [6], which was progressively adopted, replacing the
n-MOS and BJT technology for most digital applications. The Silicon age –that lasts
until today– had started. In 1965 G. Moore, co-founder of Intel, observed the evolution of
the electronics technology and settled what is known as Moore’s Law: every 18 months,
the number of components per chip would double, as illustrated in figure 1.1. The
industry took this observation as an objective. To accomplish this, every new generation
of transistors were to halve its dimensions, the component count per chip had to be
multiplied by a factor of four, and chip size had to be enlarged by 50% [7]. For a
long time, this progression was only challenged by the need of creating more precise
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Figure 1.1: Graphic illustration of the Moore’s Law from 1970 to 2016, showing the exponential
growth of the transistor count.

technologies that could fulfill the circuit designer requirements. However, entering in the
21st century, the industry started facing new troubles as the device dimensions became
smaller and smaller [8]: short-channel effects, parasitic elements, quantum effects, leakage
currents, hot carrier phenomena, just to name some of them.

Therefore, further downscaling was not the only way to go anymore. New solutions
had to be proposed and implemented in order to solve these issues, so that the future
processors comply with Moore’s Law. One of the earliest solutions was the Silicon On
Insulator (SOI) [9, 10] technology, consisting on a very thin Silicon channel isolated
from the substrate by means of a buried oxide, permitted MOSFETs to reach higher
performances in digital and analog electronics. Strained Silicon technology [11] allowed
enhancing the performance of the transistors by increasing the electron mobility. The
use of high-κ dielectrics and metallic gates helped to overcome the need to escalate the
SiO2 oxide of the gate in proportion with the channel length [12], which lead to tunnel
leakage currents through the insulator.

However, further downscaling at the end of 2000s proved that these solutions were
not enough, and newer ones focusing on the transistor geometry, which supposed a deep
re-thinking of the planar technology, were proposed. With the basic idea of incrementing
the space in which the gate has control over the channel, new topologies such as Fin-
FETs [13] came into play. In these transistors, the channel is shaped like a fin and sits
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CHAPTER 1. INTRODUCTION

on the wafer while surrounded by three sides by the gate, increasing the gate control,
and reducing power consumption due to reduced power leakage to the die. Although
processing techniques were compatible with FinFET geometries, it was not until 2011
when the industry finally managed to solve the issues related to their fabrication.

After being widespread implemented in today’s commercial Silicon devices, prospects
for the future suggest that further improvements will need to be done once the FinFET
technology reach its limits. The most extreme extension of the previous idea are the
Silicon nanowires (SiNW), where the channel is formed with thin wires of Silicon of a
diameter in the 10 nm range. By surrounding them with an insulator, a gate-all-around
transistor would be formed, increasing the electrostatic control of the channel and offering
high Ion/Ioff ratios [14]. Another approach that allows a significant improvement in
chip performance consists in the so-called 3D monolithic integration, where several on-
die interconnected stacked layers of electronic components is built in the same chip,
increasing the functionality and packaging density [15].

All these efforts have been related to what is known as “more Moore” scenario, consid-
ering Silicon as the cornerstone of the microelectronics (today, de facto, nanotelectronics)
industry. However, other solutions have been also explored. An approach that has al-
ways been present in the quest to increase the performance, efficiency and scalability of
transistors and other devices, is the search of new materials with properties that could
outperform Silicon, and eventually replace it.

III-V compound semiconductors have been extensively studied for high-frequency RF
devices [16], and proposed as future CMOS transistor channels [17–19]. Their higher
electron mobilities and charge density allow transistors to operate at faster switching
speed and lower power in comparison with Si. However, these alternatives have not yet
irrupted in the mainstream binary logic semiconductor industry mainly because of two
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Figure 1.2: Various architectures devised to improve transistor performance: (a) primigenial
planar MOSFET configuration, (b) Silicon on insulator (SOI), (c) FinFET, and (d) Silicon
nanowire (SiNW) transistor.
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reasons: these compound semiconductors do not have a native oxide with properties
and growth simplicity able to challenge SiO2 [20]. Also, the disparity of electron and
hole mobilities results in p-type FETs not being able to match the performances of the
n-type counterparts, being this an essential requirement for CMOS [21]. Germanium,
with around tree times the mobilities found in Silicon is in the spotlight for CMOS
replacement [22–24], as the differences between hole and electron mobilities is not as
large as in III-V compounds. On the other hand, n-type Germanium-based FETs are
quite inferior to p-type, despite the higher electron mobility due to high resistances at
the contact interfaces [25, 26]. Even though these materials have not yet made it, the
thorough knowledge of these semiconductors have allowed its exploitation in a vast range
of applications where Silicon would not perform so well, like high-frequency transistors
for RF applications [27], optoelectronic emission and sensing [28], or THz detection [29],
to cite some examples. Electronics beyond logic and memories is also an important part
of the game.

A striking idea in the context of new materials, is the possibility to use two-dimensional
crystals. Just attending to their topology, 2D materials suppose some advantages over 3D
bulk semiconductors: with them, the thinnest possible channel would be accomplished,
taking the gate control to the limit, thus reducing short-channel effects. Also, new de-
vice concepts can be feasible [30], and ultra-short scale lengths could be reached [13]
guaranteed by the good scalability attributed to the two-dimensional nature.

In 2004, during one of their Friday after-work sessions in the University of Manchester,
A. Geim and K. Novoselov managed to isolate a piece of a monoatomic layer of Carbon
by successive exfoliation of graphite with Scotch® tape [31]. Although monoatomic layers
had not been isolated up to then, this carbon allotrope had already been given the name
of graphene [32]. Despite thinking that such crystalline form could not be stable some
theoretical studies had already been carried out [33]. Since the discovery of the exper-
imental procedure to obtain graphene, there has been an explosion of research around
this material, that was not any more just an exotic academic idea, but had become a
reality. The motivation for this outbreak of interest are its exciting and promising prop-
erties, like for example, being the strongest material ever tested, with a Young modulus
of 1 TPa and tensile strength of 130 GPa [34], while being ultra light (0.77 mg/m2). The
relevance of this breakthrough was such that the lead the European Union to take the
biggest research initiative with a budget of €1 billion, and A. Geim and K. Novoselov
were awarded with the Nobel price in 2010.

As it regards this PhD thesis, our interest focuses mainly on the electronic and optical
properties of graphene. Besides the advantages predicted for 2D materials in the field of
electronic devices, graphene presents some additional properties that are very desirable,
and emerge as a result of its band structure. The crystalline structure of graphene is
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Graphite Graphene
flakes

exfoliation

Figure 1.3: The Scotch® tape, a piece of graphite and some graphene samples as shown ex-
hibited in the Nobel price museum. Graphite and graphene crystalline structures, and obtention
of graphene by means of exfoliation.

based on an hexagonal arrangement of σ-bonded carbon atoms through sp2 hybridization.
This leaves available out-of-plane π∗ and π orbitals that confer graphene the well known
conical energy dispersion close to the Dirac points that makes electrons in graphene
behave like massless particles. More technical details about the band structure are given
in section 2.4.1.

Some of the properties that made graphene an interesting candidate for a potential
use in electronics are its high mobilities, topping for suspended graphene samples, which
reach over 250 000 cm2V−1s−1 at room temperature [35]. However, for practical uses
mechanical support is needed, and graphene is placed on top of a substrate. It has
been found that the interaction with these substrates degrade the mobility, being found
to be reduced to 40 000 cm2 V−1s−1 for graphene on Silicon oxide [36] (SiO2) and to
50 000 cm2 V−1s−1 for graphene on hexagonal Boron nitride [37, 38] (h-BN) at room
temperature. Still, it must be highlighted that these values are substantially higher than
mobilities of Silicon (1400 cm2 V−1s−1 [39]) or Gallium arsenide (8500 cm2 V−1s−1 [40]).
Also, electron saturation velocities are high, reaching up to 7 × 107 cm s−1 [41, 42], again
higher than those for Silicon and III-V compounds. Together with those high mobilities,
under certain conditions mean free paths could reach the micrometric range [43, 44],
allowing for its potential use as channel material for large area ballistic devices. These
characteristics put graphene in the track for the realization of high-frequency electronics.

As it regards the realization of graphene devices, the first demonstration of a working
graphene-based FET was done in 2007 by Lemme, Echtermeyer, Baus, and Kurz [45].
After it, improvements in the fabrication techniques have allowed to produce graphene-
based FETs that reach threshold frequencies of ∼430 GHz [46], and maximum operation
frequencies of 200 GHz [47]. In the case of digital applications, despite the high graphene

6



0.01 0.1 1 2 0.01 0.1 1 2
Gate length (µm) Gate length (µm)

1

10

102

103

10

102

103
f T

(G
H

z)

f m
ax

(G
H

z)

graphene MOSFETS
GaAs pHEMT
Si MOSFET
InP HEMT & GaAs mHEMT

Figure 1.4: Cutoff frequency (fT) and maximum oscillation frequency (fmax) figures of merit
for transistor RF performance as a function of the gate length. Adapted from [51].

mobility, these RF figures of merit do not outperform yet those found in settled tech-
nology like InP or GaAs HEMTs [48, 49] and even Silicon MOSFETs [50], as it can be
seen in figure 1.4. However, there is a fundamental problem with graphene transistors:
the lack of a band gap does not allow them to completely switch off, which supposes a
critical issue for logic circuits, where high Ion/Ioff ratios are needed. While this is not a
problem for RF applications, the use of graphene in amplifiers is hindered due to a lack
of saturation region, which degrades the radio frequency performance. In this context,
there is some uncertainty about the practical use of graphene FETs [51]. However, when
taking into account other characteristics like its transparency, mechanical strength and
flexibility, graphene becomes a reliable material for its use in flexible electronics [52, 53],
being a potential replacement of the previously existing technology (Indium tin oxide).

As it regards the optical properties of graphene, it features a flat absorption of ∼ 2.3%,
for a wide frequency spectrum from mid-infrared to the blue [54]. This absorption is low
in absolute terms but extremely high if we account for its monoatomic thickness. Be-
sides, the possibility to electrostatically change the Fermi level in graphene can alter its
optical properties [55]. The high carrier mobility in graphene, combined with these char-
acteristics are a perfect combination for optoelectronic applications [56], like saturable
absorbers [57], or photodetectors [58–60].

Although graphene (at least in the device configurations explored up today) may not
be the “wonder material” that was expected once to replace Silicon CMOS technology, it
does not mean that it could be made useful under different paradigms. In the same way
other semiconductors perform well where Silicon does not, graphene has already been
found to be appropriate for certain uses where it could effectively replace or complement
the current technology. Besides, the discovery of a stable two-dimensional material led
to the use of similar processing techniques employed in graphene to other elements and
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compounds, originating a new huge research field in 2D materials. Now more than 1000
2D materials are under investigation [61], some of which are of more immediate interest
in electronics [62–64]. The knowledge of their electronic behavior becomes mandatory
in order to accomplish the future devices for which graphene and 2D materials are best
suited: it should not be forgotten that graphene is still a new material that we need
to know better, since an in-depth understanding of its electronic properties may open
the path to new device architectures, radically different from those based on traditional
semiconductors. In this context, physical models and simulation are an essential tool,
since with them we can evaluate the feasibility and performance of such materials and
devices, saving costs and providing a theoretical support to guide their technological
development.

Objectives and structure of the thesis

For such purpose we concentrate in modeling and simulation with Monte Carlo methods,
which offer a particle point of view of the carrier dynamics . Some authors have already
developed Monte Carlo models for the study of graphene. In [65], [66] and [67] the
high-field transport (saturation velocity) was analyzed in a bulk graphene framework.
Within the same material context, the influence of a dielectric polar supporting sub-
strates was studied in [68] and [69]. The impact of other extrinsic scattering sources
on the electronic transport, including impurities and crystalline defects [70] has been
investigated as well. Other topics like spin transport have also been approached from
the Monte Carlo technique [71]. By means of a coupled Monte-Carlo and electromag-
netic solver, in [72] the dynamic conductivity was obtained in a self-consistent manner.
As it regards device modeling and simulation, in [73] the RF performance of graphene
FETs was investigated, stressing the relevance of band-to-band tunneling in the output
characteristics, and in [74] the influence of non-uniform impurity distribution along the
channel length and supporting oxide thickness was studied.

The global aim of this thesis is to further deepen into the study of graphene elec-
tronic behavior, especially at the bulk material level and under strong out-of-equilibrium
stationary and transient conditions. So, in our Monte Carlo model we will stress the
relevant interactions required to correctly study the graphene properties in this kind of
situations. In this context, the focus has been set in the following objectives:

• The development of a simulation tool that incorporates the most relevant physical
processes that rule the carrier dynamics in graphene. Hot electron related phenomena
must be stressed in order for the tool to be appropriate to fulfill the requirements to
correctly tackle the forthcoming objectives.
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• Investigate the electronic transport under the action of strong electric fields, and
quantify how the particular effects that arise in this regime affect it. Perform char-
acterization measurements of the conductivity of real samples.

• Study of the diffusivity and electronic noise phenomena under non-stationary regime,
by employing the appropriate numerical methods. The intrinsic stochastic nature of
Monte Carlo methods make them the ideal tool for this purpose.

• Comprehend the relaxation dynamics in photoexcited graphene attending to the op-
tical excitation characteristics like wavelength and power, both from a theoretical
framework by means of simulation, and also experimentally with time-resolved spec-
troscopy techniques.

• Create, over the base of the material simulator, a device simulator for 2D materials
to evaluate the behavior of simple prototypes.

The thesis is organized as follows. In chapter 2 we will introduce the Monte Carlo
method applied to the Boltzmann transport theory for electronic transport. The specific
graphene aspects in the electron dynamics model will set the basis of the simulation tool
that has been employed along the works done in this PhD. Chapter 3 explores the va-
lidity of the model in both low and high field regimes. Then, specific out-of-equilibrium
phenomena, like Joule heating and impact ionization under steady high electric fields
are analyzed. The stochastic nature of the Monte Carlo method is exploited in chap-
ter 4: here we studied the frequency-dependent noise temperature, fluctuations under
transient conditions, and the feasibility of high-order harmonic generation and extrac-
tion. Relaxation carrier dynamics of graphene after photoexcitation is investigated in
chapter 5, with emphasis on the phenomena particularly relevant in those conditions,
such as carrier multiplication or hot phonons. Also, we demonstrate the tunability of
the carrier dynamics by means of the substrate choice. Chapter 6 introduces the work
done for extending the simulation tool from the material towards the device level, and
the preliminary results obtained. Finally, chapter 7 summarizes the main findings, and
suggest future works that could be tackled in the field of graphene and other 2D materials
for electronics.
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CHAPTER 2. MONTE CARLO TRANSPORT MODEL

The global objective of this chapter is to provide a thorough perspective of the mod-
eling approach developed and employed in this thesis. With this purpose, first the Monte
Carlo method is introduced in a general and brief fashion in section 2.1. Then, the sec-
tion 2.2 presents the Boltzmann theory particularized for the case of electronic transport.
Subsequently, the application of the Monte Carlo method to this Boltzmann transport
framework is extensively detailed in section 2.2. Next, in section 2.4, the physical model
that describes the interactions that govern the electron dynamics in graphene will be pre-
sented. In this PhD thesis, some work has been done in the context of device simulation.
The features of the tool allowing the study of electronic devices, such as the geometric
description of spatial constraints, an electrostatic resolution consistent with the charge
redistribution, or boundary conditions will be presented in chapter 6.

2.1 Introduction to Monte Carlo methods
The Monte Carlo method, first devised and employed in the 1940s by scientists working
in the development of nuclear weapons in Los Alamos, consists of a broad range of nu-
merical and computational algorithms employed to approximate complex mathematical
expressions. It is essentially based on the idea of using repeated random sampling to
solve complex problems, even if they are deterministic [75]. Its name comes from the
capital of the Principality of Monaco and the association of the games of chance played
in its popular casino with the essence of the Monte Carlo method.

One illustrative example of using random sampling to solve a mathematical problem
is the calculation of the number π. Imagine a circle (with radius d) and its circumscribed
square (of side length 2d) centered at the origin of a Cartesian space. The ratio of the
circle and the square areas is π/4. We would sample a number N of points with random
positions (xi, yi) within the d × d square area, and tell how many of them are inside
the circle, Nc, that is, those that fulfill the condition

√
xi

2 + yi2 < d. As we know the
relation of the two areas, we can obtain our result as π = 4Nc/N . Of course, the accuracy
achieved strongly depends on the number of samples.

The Monte Carlo approach becomes particularly interesting for problems whose re-
sults rely on probability distributions that involve a large number of coupled degrees of
freedom. For such reason it has been found useful in a wide number of areas in science and
engineering [76]. Some of these cover dynamic liquids behavior [77], molecular dynam-
ics of diverse types of materials and compounds [78], crystal synthesis and growth [79],
quantum many-body problems [80] or even the study of radiative transfer and collision
probability in astrophysics [81, 82], just to cite some. The main subject in this thesis,
that is, the electronic transport at the mesoscopic scale in the diffusive regime, also lies
among this kind of physics problems. In a semi-classical framework, charge transport
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can be described according to the Boltzmann theory [83], which is presented next.

2.2 The Boltzmann Transport theory
The theory was first introduced in 1872 by Ludwig Boltzmann [84] in an attempt to
describe the statistical behavior of dilute gases in an state of non-equilibrium. Later on,
this theory has given rise to the so called generalized kinetic models, usually composed of
integro-differential mathematical expressions able to describe a wide range of phenomena
in applied sciences [85]. The kinetic equation for the case of electron transport can be
derived as follows [86]:

Let us assume that charge carriers can be characterized at an instant t by their
position in the real space, r, the energy sub-band, s, and its wavevector in the reciprocal
space, k. Then, we can describe the distribution function of particles as:

dN =
∑
s

fs(r,k, t)
dr dk
(2π)D

, (2.1)

where
∑

s refers to the summation over the different sub-bands, fs(r,k, t) is the normal-
ized instantaneous occupation function for each sub-band at the phase space (r,k), and
D is the number of dimensions of the system. If we assume that the charge is conserved
over time, the time derivative of the distribution function in the whole phase space must
equal zero: ḟs(r,k, t) = 0. Such equality constitutes the Boltzmann Transport Equation
(BTE), and in its expanded form reads

∑
s

(
∂

∂t
+

∂r
∂t
∇r +

∂k
∂t
∇k

)
fs(r,k, t) = 0. (2.2)

For every sub-band, three terms compose the equation. The first one –the time derivative–
expresses the evolution of the distribution function for a given positionand wavevector.

The second term is related to the real space motion of the charge carriers due to their
group velocity, vs(k):

∂r
∂t
∇r = vs(k)∇r. (2.3)

The last one describes the change in momentum occupation due to the action of all the
forces acting over the carrier:

∂k
∂t
∇k =

1

~
∑

F(r,k, t)∇k =
1

~

[
FE(r)∇k +

∑
Fcoll

i (r,k)∇k
]
, (2.4)

where FE(r) = q[−E(r, t) + v(k)× B(r, t)] is the electromagnetic force due to the local
electric, E, and magnetic, B, fields applied externally to a carrier with charge q, and
Fcoll

i is each of the forces due to intraband and interband collisions.
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This general effect of the collision forces in the changes of population in the reciprocal
space, can be statistically evaluated as a function of the accumulated effects of scattering
probabilities [87]:

Fcoll
i (k, r)

~
∇kfs(r,k, t) =

= −
∑
s′,k′

{
fs(r,k, t)Pi(s,k → s′,k′) [1− fs′(r,k′, t)]−

− fs(r,k′, t)Pi(s
′,k′ → s,k) [1− fs(r,k, t)]

}
, (2.5)

where Pi(s,k → s,k′) expresses the probability that a charge carrier would suffer the
action of a scattering mechanism that shifts its initial state from k in the s sub-band
towards k′ in the s′ sub-band. Here, it is generally considered that the scattering forces
provoke a change in momentum and energy that is almost instantaneous, and therefore
do not produce an appreciable displacement in the real-space during the interaction.

Finally, we can rewrite the BTE as:[
∂

∂t
+ v(k)∇r + FE(r)∇k

]
fs(r,k, t) =

[
∂

∂t
fs(r,k, t)

]
coll

, (2.6)

where the term in the right-hand-side is called the collision term, that represents the
statistical estimation of the forces due to all the considered scattering mechanisms as seen
in equation (2.5). This is the base of the Monte Carlo method for electronic transport,
which will be detailed in the following section.

2.2.1 Monte Carlo approach to the BTE

The Monte Carlo method allows to obtain the solution of the BTE from a microscopic
perspective [88]. The main idea is to simulate the motion of individual carriers due to
external fields through a periodic crystalline medium. The crystal provides the energy-
momentum relation within the band structure theory and it is also responsible for part
of the collisions.

There are two main approaches to tackle the BTE formalism within a Monte Carlo
method:

• In the first one, a single particle is simulated for a time span that must be long
enough to be able to obtain information of the whole electron gas according to the
ergodicity principle. This is called the single-particle Monte Carlo [89] approach,
and it allows obtaining the distribution function in stationary situations and when
correlation between particles are not important.
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• A more sophisticated option is called the Ensemble Monte Carlo (EMC) method,
in which a large set of particles is simulated altogether [90], in order to account for
the system distribution function. The main advantage of the EMC method is that
it allows obtaining instantaneous distribution functions, thus being an appropriate
method for the study of transient situations. Besides, the consideration of a large
number of particles guarantees that correlations between them (i.e. electron-electron
collisions and the effects of degeneracy) can be included in a straightforward manner
in the simulation.

In this PhD thesis, an EMC simulator for graphene and other 2D materials of po-
tential interest has been developed. Its possibilities have allowed the study of transport
properties in stationary conditions, but also out-of-equilibrium transient phenomena.
Also, the intrinsic stochastic nature of the method has permitted to determine some
quantities related to fluctuations, such as the noise temperature or diffusion coefficients.

2.3 Ensemble Monte Carlo material simulator
Monte Carlo simulations for the study of electronic transport can be done at a device
level (understanding a device as a system with limited dimensions and that depends on
external boundary conditions, including contacts) or at the bulk material level. In this
section, the Ensemble Monte Carlo method for material simulations will be explained.

The EMC material simulator describes the carrier dynamics in a conductive medium
under the hypothesis that some quantities that could affect transport –such as tempera-
ture, carrier concentration, impurity density or local electric field– do not vary in space.
In other words, it allows accessing the microscopic transport characteristics of a material.
As a result of this main hypothesis, the BTE is solved only in the reciprocal (momentum)
space, and therefore, after removing all the real-space dependencies, it reduces to:[

∂

∂t
+ FE∇k

]
fs(r,k, t) =

[
∂

∂t
fs(r,k, t)

]
coll

. (2.7)

Although this is a simplification of the BTE, it is appropiate to explain the EMC
paradigm.

The method consists on emulating the dynamics of a set of carriers inside the ma-
terial, each one holding a representative part in the instantaneous distribution function
fs(r,k, t). The rules that govern the simulation are the drag due to the external electro-
magnetic field forces, the energy-momentum dispersion, and the scattering mechanisms.

Time is divided in temporal steps of identical duration. Until the established ending
time is reached in simulation, particles are moved during each time step. Carrier motion
consist of a sequence of free flights interrupted by scattering mechanisms. Figure 2.1
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Figure 2.1: Flow diagram of the operation in an EMC simulator

illustrates the full simulation process as a flux diagram. The next subsections will explain
the different steps that compose the simulation.

2.3.1 Free flight motion

The dragging effect from the electromagnetic forces has already been explained, since
in the EMC approach it is treated semi-classically. For an infinitesimal time step, the
carrier wavevector evolves obeying classical electrodynamics:

∂k
∂t

= FE =
q

~
[E + v(k)× B]. (2.8)

On its behalf, the influence of the crystal lattice manifests in two ways: the periodic
arrangement of the atoms in the crystal gives place to the band structure. It establishes
the energy-wavevector relation εs(k), and therefore the way in which carriers gain energy
from the action of the electromagnetic forces. This relation also implicitly determines
the group velocity:

vs(k) =
1

~
∇kεs(k). (2.9)

Secondly, phonons related to collective lattice oscillations may provoke perturbations to
the carrier motion, which can be introduced as scattering mechanisms. Additionally, the
presence of a polar dielectric nearby the carriers, charged impurities, lattice defects, or
even other carriers also participating in the transport process can be the source of further
scattering mechanisms extrinsic to the crystal.

Dealing with such phenomena is a major issue in Monte Carlo simulations, where
they are conceived as a set of instantaneous collision events which deviate the particle
trajectory.
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2.3.2 Scattering rates

Charge carriers in Monte Carlo simulations are considered to experiment free flights
that are ruled by Newton’s second law and are interrupted by scattering mechanisms,
described in a quantum mechanics framework. As a consequence of these collisions,
electrons and holes experience alterations in their trajectories, changes in their kinetic
energy and even sub-band shifts. In the BTE, the effect of the scattering mechanisms is
represented statistically in the collision integral as seen in equations (2.5) and (2.6).

[
∂

∂t
fs(r,k, t)

]
coll

= −
∑

i,s′,k′

{
fs(r,k, t)Pi(s,k → s′,k′) [1− fs′(r,k′, t)]−

− fs′(r,k′, t)Pi(s
′,k′ → s,k) [1− fs(r,k, t)]

}
. (2.10)

Here, the change in the occupation of a particular wavevector k in the band s for a
differential time is computed as the probability, for each scattering mechanism i, of
taking a particle from any other state into k in the sub-band s (scattering-in process)
minus the probability of leaving from such state to any other (scattering-out process).
It has to be noted here that the multiplicative terms f stand for the present occupation,
while the terms [1 − f ], account for the probability that such states are not occupied,
i.e., the Pauli exclusion principle. From the perspective of a free particle in Monte Carlo
simulations, only the scattering-out terms are of relevance, as the scattering-in events
would come as a result of scattering-out transitions involving particles with different
initial states.

As a result, a Monte Carlo particle with wavevector k at the sub-band s experiences
a probability to scatter

ΓTOT(s,k) =
∑
i

Γi(s,k), (2.11)

where Γi is the individual scattering probability of each interaction. These single prob-
abilities are calculated as:

Γi(s,k) =
∑
s′,k′

Pi(s,k → s′,k′), (2.12)

where the already introduced quantity Pi(s,k → s′,k′) can be determined according to
the Fermi’s Golden rule [91, 88]:

Pi(s,k → s′,k′) =
2π

~
∣∣Hi

s,k,s′,k′

∣∣2 ∆(s,k, s′,k′), (2.13)

with Hs,k,s′,k′ being the scattering matrix element for the transition from s,k to s′,k′,
which depends on the particular scattering potential associated to each type of interac-
tion. Putting equation (2.13) into equation (2.12) and transforming the summation in k
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to an integral in the 2D reciprocal space gives:

Γi(s,k) =
∑
s′

Ω

(2π)2

∫
k′

2π

~
∣∣Hi

s,k,s′,k′

∣∣2 ∆(s,k, s′,k′) dk′, (2.14)

where Ω is the normalized area. Regarding the functional factor ∆(s,k, s′,k′), it contains
the restrictions over the final states, and depends on the type of interaction. In the case
of elastic collisions, it reads:

∆elastic(s,k, s,k′) = δ(ε′ − ε), (2.15)

that ensures energy conservation. Here, we have introduce the shorthand for the energy
associated to the sub-band and wavevector εi = εsi(ki). For short range, carrier-carrier
collisions, which involve a second carrier with initial and final states k2 and k′

2 in the
sub-bands s2 and s′2 respectively, an additional Dirac delta appears in order to preserve
total momentum:

∆c-c(s,k, s′,k′, s2,k2, s
′
2,k′

2) = δ(ε+ε2−ε′−ε′2)δ(k+k2 −k′−k2
′). (2.16)

As it concerns scattering with inelastic phonons1,

∆ν(s,k, s′,k′) =
[
nν(q) + 1

2 ± 1
2

]
δ[ε′ − ε∓ ~ων(q)], (2.17)

where ν identifies the phonon mode, q = k′ − k is the exchange wavevector, ±~ων(q) is
the energy shift of the electron2 due to the absorption(+) or emission(−) of a phonon
with the corresponding vibrational frequency at such wavevector, ων(q). The factors
nν(q) and nν(q) + 1 are the annihilation and creation operators related to absorption
and emission processes, respectively, with nν(q) being the phonon occupancy at q. A
thorough explanation on the calculation of this quantity will be given in section 2.3.5.

2.3.3 Free fllight duration

Now that, except for the scattering matrix elements that depend on the particular mate-
rial and collision type, all the necessary basis to calculate the scattering probabilities have
been presented, it must be explained how the duration of free flights is computed [88].

For any carrier in a particular state, its free flight duration is randomly determined in
agreement with the total scattering probability associated to this initial state according to
equation (2.11). So, the probability for an electron or hole of not undergoing a scattering
mechanism during a time interval τ is 1 − ΓTOT(s,k)τ . Therefore the probability that

1Here, it could apply to any inelastic scattering mechanism besides phonons, as, for example, plas-
mons, provided the right creation/annihilation operator is substituted.

2Note that a hole would experience opposite energy modifications.

18



2.3. ENSEMBLE MONTE CARLO MATERIAL SIMULATOR

a carrier moves though the reciprocal space for a time τ split in a large number of time
intervals, n, is:

Sfly(τ) =

n∏
j=1

[
1− ΓTOT(s,kj)

τ

n

]
, (2.18)

being kt the wavevector after having moved during a time interval t. Taking logarithms
in equation (2.18), and provided that ΓTOT(sj ,kj)τ/n ≪ 1, in the limit n → ∞, we get:

Sfly(τ) = exp
[
−
∫ τ

0

ΓTOT(s,kt′) dt
′
]
. (2.19)

Consequently, the probability per unit time that a carrier with initial wavevector k at
the sub-band s freely flights during a time interval τ and then undergoes a collision is:

Pfly(τ) = ΓTOT(s,kτ ) exp
[
−
∫ τ

0

ΓTOT(s,kt′) dt
′
]
. (2.20)

In order to apply the Monte Carlo method to calculate these free flight times, with
uniform distributions of r ∈ [0, 1],

r = 1− exp
[
−
∫ τ

0

ΓTOT(s,kt′) dt
′
]
. (2.21)

However, this equation would require complex inversions to obtain τ of an integral that
is not analytically evaluable. To sort out this inconvenience, there exists a quite simple
alternative called self-scattering [88], consisting of introducing a virtual scattering with
a probability such that the total scattering rate, including self-scattering is a constant Γ̃

so Γs/s(s,k) = Γ̃−ΓTOT(s,k), being Γs/s(s,k) the self-scattering rate, added at the end
of the scattering probabilities stack. In this way, equation (2.20) becomes:

Pfly(τ) = Γ̃ exp(−Γ̃τ). (2.22)

Now, equation (2.20) can be evaluated and inverted, which results in free flights of
duration

τf = − log(1− r)

Γ̃
. (2.23)

The constant Γ̃ value is conveniently chosen according to the maximum ΓTOT for the
states in the range of interest. This technique introduces some penalty in computation
time due to the introduction of a big number of fictitious events. There are some tech-
niques that reduce this computation time. An efficient approach diminishes the value of
Γ̃ along successive tries of calculating the free flight [92].

2.3.4 The scattering process

After performing a free flight motion under the previously described laws, the particle
undergoes a scattering mechanism. A new random number, r, is calculated, and if
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r Γ̃ > ΓTOT(s,k), then it means that the particle undergoes self-scattering: its state
does not change, and a new free flight must be calculated. On the contrary case, the
particle collides due to the mth scattering, which is selected paying attention to the
individual probabilities of the scattering mechanisms acting on the particle state after
the free flight, so that

m−1∑
j=1

Γj(s,k) < rΓ̃ <

m∑
j=1

Γj(s,k). (2.24)

Afterwards, the mth scattering is evaluated in order to choose a final state (s′ and k′) for
the particle, according to the probability distribution depending on the wavevector orien-
tation and final sub-band. This means that the final state must be conveniently selected
taking into account the probability distribution of the integrand in equation (2.14). Also,
some mechanisms can also imply the need of using rejection techniques, as it will be seen
in the following sections.

Once that the state after the collision –k′ in the sub-band s′–, has been conveniently
chosen, the term [1 − fs′(k′)] from equation (2.10) must be now taken into account
in order to consider the Pauli exclusion principle and consequently, degeneracy effects.
A simple way to deal with this at the material level within EMC, is the Lugli-Ferry
technique [93]. This method involves a rejection procedure based on setting a limit to
the particle occupation in the cells of a discretized k-space, Nc

3. In a two-dimensional
system, this quantity is given by:

Nc = gsgv
∆kx∆ky
(2π)2

ξ−1, (2.25)

being ξ the relative weight of each particle in terms of carrier density, and ∆kx and
∆ky the cell dimensions in each direction for a Cartesian discretization of the reciprocal
space. The factors gs an gv are the spin4 and valley5 degeneracies, and ξ is the weight of
each particle6. Once the final state after a scattering mechanism is chosen, the inequal-
ity NP (s′,k′) < rNc(s

′,k′) is evaluated, being r a newly calculated random number,
and NP (s′,k′) the amount of particles populating the differential cell that contains the
wavevector k in the sub-band s. If such condition is fulfilled, the transition is accepted.
Otherwise, due to Pauli rejection, it is assumed that the scattering event did not take

3The local distribution function in the momentum space can be calculated as the quotient of the
number of particles in the cell and the maximum allowed: fs(k) = NP (s,k)/Nc(s,k).

4Spin degeneracy is taken as gs = 2 along this thesis, as no study concerning spin polarization has
been carried out.

5gv equals the number of valleys that share the same energy-momentum dispersion and are treated
as one in the distribution function.

6In the material simulator this quantity is determined as ξ = n
NP

, being n the carrier density and
NP the number of simulated particles.
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place and the particle does not change its state at the end of its free flight, and a new
subsequent free flight takes place.

2.3.5 Out-of-equilibrium phonons

Electron transport in a periodic crystal is subjected to scattering due to collective ex-
citations of atoms in the crystalline structure. In quantum mechanics these modes of
vibration are quantified by quasi-particles called phonons [94]. As a result of the scatter-
ing activity of charge carriers with phonons, the later can be excited through emission
processes, usually with high-energy electrons that transfer part of their energy to the lat-
tice in the form of new phonons. In a complementary process, phonons can be absorbed,
in which case the phonon energy is transferred to an electron. When carriers are taken
out of equilibrium (for example, increasing their energy by applying a strong electric field
or a laser pulse), phonon absorption processes will be outnumbered by emissions. When
the characteristic relaxation times of phonons are longer than the rate at which they are
created, the phonon population grows. Such circumstance also alters the scattering rates,
that are enhanced due to the elevated phonon population. This phenomenon is known
as the hot phonon (HP) effect [95–98], and it is a critical issue in nonlinear electronic
transport at high fields. Therefore, dealing with this enhanced phonon population is an
issue to be tackled in a careful manner.

Similarly as in the case of electrons, phonon dynamics and transport can be modeled
by the BTE [99, 100, 97]. In a simplified version, the phonon scattering collision integral
is substituted by a simple relaxation term. Then, the BTE for phonons reads:(

∂

∂t
+

∂r
∂t
∇r

)
nν(q) =

[
∂nν(q)

∂t

]
coll

. (2.26)

Now, we simplify this equation by substituting the collision integral by a relaxation term
ruled by a phenomenological decay time. This simplified treatment is known as the
relaxation time approximation [101], and applied to the phonon BTE, it yields:(

∂

∂t
+

∂r
∂t
∇r

)
nν(q) = −nν(q)− neq

ν (q, TL)

τν
, (2.27)

where nν(q) holds the same meaning as in equation (2.17), τν is the characteristic relax-
ation time, and neq

ν (q, TL) is the phonon occupation at q in thermal equilibrium given
by the Bose-Einstein statistics [102]:

neq
ν (q, TL) =

{
exp

[
~ων(q)
kBTL

]
− 1

}−1

, (2.28)

with kB being the Boltzmann constant, and TL the lattice temperature. In a bulk
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material context, under homogeneous conditions, the previous equation yields:

∂nν(q)
∂t

= −nν(q)− neq
ν (q, TL)

τν
. (2.29)

This equation reflects the trend to recover a phonon population in equilibrium through
an exponential decay of the excited modes characterized by the relaxation time τν . Char-
acteristic life times for the different phonon modes can be obtained experimentally [103–
105], or theoretically by means of molecular dynamics simulations [106, 107].

Implementation of the electron/hole-phonon coupled system is performed the fol-
lowing way [108]: first, the areas of the reciprocal space with wavevectors expected to
intervene in electron-phonon scattering events are discretized in a mesh. This mesh is
duplicated to create a histogram, hν(q) in which the emission and absorption events are
recorded. Every time an inelastic phonon scattering takes place, an emission (+1) or
absorption (−1) is added up in the corresponding cell of the histogram for the transition
vector q. Once that all carriers are simulated along a time step, the phonon population
is updated, by integrating equation (2.29) as follows:

nν(q, t0 + δt) = nν(q, t0)−
n′
ν(q, t+ δt)− neq

ν (q, TL)

τν
δt, (2.30)

where n′
ν(q, t) represents the phonon population after the last iteration as:

n′
ν(q, t0 + δt) = nν(q, t0) + ∆νhν(q), (2.31)

with the factor ∆ν equal to:

∆ν =
(2π)2

∆qx∆qy
ξ, (2.32)

where ∆qx and ∆qy are the mesh sizes in Cartesian discretization of the reciprocal space.
After the phonon population has been updated, the histogram hν is set to zero. Then,

the electron-phonon scattering probabilities are updated. Since a probability mapping
according to the phonon population grid would require large computational resources, a
rejection technique is employed instead. Phonon scattering probabilities are calculated
by substituting nν(q) in equation (2.17) by the maximum occupation according to equa-
tion (2.30), n(max)

ν . That gives an enhanced scattering probability that is compensated
as follows: a final state, and therefore a transition vector q, is selected considering a
uniform distribution of nν(q). Then, if the inequality that involves the random number
r

r
[
n(max)
ν + 1

2 ± 1
2

]
<
[
nν(q) + 1

2 ± 1
2

]
(2.33)

is true, the scattering is accepted, and rejected otherwise.
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2.3.6 Self-consistent Joule heating

Another concern in high-field transport, that also relates with the electron-lattice in-
teraction, is self-heating or Joule heating [109]. The dissipation of the heat generated
by electron-phonon processes becomes a critical issue to determine the electron trans-
port properties of 2D materials, particularly taking into account the influence that the
underlying substrate may exert.

To include Joule heating effects in the EMC code, we considered the one dimensional
thermal series resistance heat dissipation model proposed by Dorgan, Bae, and Pop [110,
111], as illustrated in figure 2.2. The temperature increment is computed as follows:

T2D − T0 ≈ P (RB +Rsub +Rwafer), (2.34)

where T0 is the ambient temperature, T2D is the 2D material temperature, RB = (hKA)−1

is the thermal boundary or Kapitza resistance associated with the 2D material and the
substrate [112] (hK being the thermal conductivity of this interface, and A the area of
the sample), Rsub = tsub(κsubA)−1 is the thermal resistivity of the substrate, tsub its
thickness, κsub its thermal conductivity, and Rwafer = (2κwafer

√
A)−1 the wafer thermal

resistance, with κwafer the conductivity of the wafer material (usually doped Si). P is the
dissipated power, which could be determined from macroscopic experimental quantities

t s
ub

t w
af

er

T2D

RB

Rsub

Rwafer

substrate

wafer

Psub

~ωSPP

Tsub

~ωint

T0

Pint

Figure 2.2: Illustration of the distributed resistance model for the Joule heating approach
in EMC for graphene supported on a dielectric substrate. Heat flows from the 2D material
towards the wafer. Pint and Psub are the net power emitted by intrinsic and substrate phonons
respectively due to scattering with charge carriers.
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as P = ∆V I. Such model can be easily adapted to the material EMC simulator, as it
is valid for relatively large samples where the influence of the contacts and the edges is
not very important. In the EMC model, instead of using the dissipated energy obtained
from the current density, the net power transferred to each phonon mode can be recorded
every time step like:

P =
∑
ν,q0

Pν,q0
, (2.35)

where Pν,q0
is the power transferred via the accepted scattering mechanisms with the

phonon mode ν with wavevector q0, which reads [113]:

Pν,q0 =
∑

[ε− ε′] δt−1ξ, (2.36)

where the summation refers to all the accepted scattering events with the phonon mode
ν during the time step δt, and ε − ε′ = ±~ων(q0) are the energy shifts corresponding
to the difference associated to the states before and after the scattering. This way,
the power transferred to intrinsic (i.e., towards the 2D material) and to the substrate
phonon modes7 can be easily isolated as Pint and Psub respectively by summing over the
corresponding phonon modes. Finally, every time step the temperatures are updated
as [109]:

Tsub − T0 = (Pint + Psub)(Rsub +Rwafer) (2.37a)

T2D − Tsub = PintRB , (2.37b)

where T0 is the ambient temperature external to the sample. In the case of a free-standing
sample, when a substrate is not present, this simplifies to:

T2D − T0 = PintRB . (2.38)

2.3.7 Generation and recombination mechanisms

The EMC simulator allows interband processes between valence and conduction bands,
that is, the production or annihilation of electron-hole pairs. Among these processes
one could list phonon assisted generation/recombination, impact ionization and Auger
processes, or band-to-band tunneling, among other possible sources.

Scattering processes that imply a final state in a different band (i.e. from conduction
to valence, or vice-versa) can be treated straightforwardly as just another scattering
mechanism. However, this approach can only be applied to recombination mechanisms,
since a free particle must select the particular kind of collision.

7Surface Polar Phonon modes will be presented for the case of graphene in the forthcoming sec-
tion 2.4.6.
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A second option is to compute a total number of particles to generate and recombine,
that is implemented as follows. First, a scattering probability (Γi

G/R) is computed,
and assigned to an initial state of a carrier. Such initial state can be characterized
by the sub-band, s and its energy, Γ

(i)
G/R(s, ε), wavevector, Γ

(i)
G/R(s,k), or wavevector

magnitude, Γ(i)
G/R(s, k). We suppose that these states are full8, and consequently under

this assumption we can compute the number of electron-hole pairs that would undergo
a particular i mechanism of generation or recombination during a time step as:

N
(i)
G/R =

∑
s,ε

Γ
(i)
G/R(s, ε)DoS(s, ε)∆ε∆t (2.39)

for probabilities associated with the energy, being DoS is the density of states associated
to the dispersion of the sub-band s at energy ε, and ∆ε is the step of the energy dis-
cretization in the simulator. After the calculation of these two quantities, NG attempts
of generation and NR of recombination will be made along the simulation of the time
step. In each try, the mechanism is selected according to the contribution of each type of
transition to the total. Afterwards, the initial wavevector k and sub-band s are selected
taking into consideration the probability distribution and the density of states considered
in equation (2.39), which are also stored in memory. Then, since we have considered that
the initial states are full, a rejection step is performed by testing the condition fs(k) > r.
If it is not met, then we give up on this try to generate or recombine a carrier in this
state. On the contrary it means that there are enough carriers to perform the transition.
In the case that we are attempting a recombination process, we look for a carrier with
the state closest to the chosen one. In the case of a generation mechanism, we just move
to the next step, which consist in looking for a final sub-band s′ and wavevector k′ the
same way it is done in intraband mechanisms. If any self-rejection (like for example, in
the treatment of hot phonons) must be done for the particular i mechanism, it is done in
this step as well. Once the final state is decided, the Pauli exclusion principle is treated
as explained in section 2.3.4. The final step is performing the transition. In the case of
a recombination mechanism, a new particle must be found close to the final state. Then
both particles would be taken out of simulation. In the case of a generation event, a hole
is created in the valence band and an electron in the conduction band.

As it regards the two possible approaches for treating carrier recombination, several
tests have been made in the context of out of equilibrium dynamics (photoexcitation)
and carrier transport, yielding almost the same results, with negligible differences.

8This means, that the valence band would be full of electrons, and the conduction band –if the
probability is applied here– full of holes (depleted of electrons).
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2.4 Physical model of Monolayer Graphene
Once that the basis of the simulation approach has been settled in the previous sections,
here, the particularities of monolayer graphene (MLG) will be detailed.

Graphene is a one atom thick allotrope of carbon, with its atoms arranged in an
hexagonal (usually referred to as “honeycomb”) lattice [114]. This structure can be seen
as two overlapping triangular lattices that feature two atoms per unit cell, as pictured in
figure 2.3.

2.4.1 Band structure

From the tight-binding Hamiltonian, considering that electrons in graphene can hop up
to next-nearest-neighbor atoms, and assuming electron-hole symmetry the eigenenergies
have the form [114, 33, 115]:

εTB
s (k) ≈ sγ

√√√√1 + 4 cos
(√

3a

2
kx

)
cos
(a
2
ky

)
+ 4 cos2

(a
2
ky

)
, (2.40)

where, s is the sub-band index (s = 1 for the conduction band π∗, and s = −1 for the
valence band π), and γ is the hopping energy, which is usually taken as a fitting factor
to ab-initio calculations [114, 116], ranging between 2.7 eV to 3.1 eV.

Since the main interest throughout this thesis is the investigation of carrier trans-
port properties for electronic applications –i.e., at relatively small energies and carrier
concentrations–, the focus must be set close to the conduction band minima and valence
band maximum. Graphene features zero-band gap conical dispersion around the six cor-
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Figure 2.3: (Left) Representation of the Bravais lattice of graphene. The bravais lattice is
composed of two interpenetrated triangular lattices A and B with unit cell vectors a1 and a2,
with a =

√
3aC−C, being aC−C ≈ 1.42 Å the carbon-carbon interatomic distance. (Right) First

Brillouin zone, with reciprocal lattice vectors b1 and b2.
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Figure 2.4: Ab-initio band structure of graphene calculated by means of the DFT (LDA-GW0),
adapted from [116] (light green thick solid line) and its comparison with the nearest-neighbour
tight-binding model (red dashed line) with γ = 2.9 eV, and he isotropic linear approximation
(black thin solid line), being vF = 1 × 106 m/s. The right panel allows comparing the good
agreement between the linear approximation and the rest of the models in the low-energy range.

ners of the hexagonal first Brillouin zone, giving rise to two valleys at the points K and
K′ in the reciprocal space as seen in figure 2.4. These are known the Dirac points [114,
117], and are precisely the conduction band minimum and valence band maxima where
conducting electrons and holes will mostly lie. Expanding the tight-binding expression
of the energy eigenstates around these symmetry points, one has [118, 33]:

εs(k ∼ K) ≈ s~vF |k − K| , (2.41)

with K being the position of the corresponding Dirac point in the reciprocal space.
This expression9 resembles the linear energy-momentum relation of the Dirac equation
describing massless particles, where the speed of light is replaced by the Fermi velocity,
vF = 4γa/2 ≈ 1 × 106 m/s, according to the aforementioned hopping energy range, being
in good agreement with estimations from experimental results [119]. In the right pane of
figure 2.4 the energy dispersion of MLG for the π and π∗ bands obtained from ab-initio
calculations, the nearest-neighbour tight-binding method, and the linear approximation
are shown, where a good match can be obtained even at energies as high as 1 eV.

Degenerate valleys will be used along this thesis, which means both K and K′ valleys
will be treated as one (gv = 2). So, for convenience in the ε-k relationship, from now on,
we take k as the electron or hole wavevector with origin at the Dirac point,

εs(k) = s~vF |k|. (2.42)
9For simplicity, in this equation the symmetry point K was considered, but it also applies to the K’

point.
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From this expression, one obtains the group velocity as ~−1∇kεs(k):

vs(k) = svF
k
|k| , (2.43)

that is, carriers travel as if they were massless particles, with a constant group velocity
(vF ) [118, 117] independently on their energy, with an orientation that is parallel to their
wavevector.

Finally, the density of states (DoS) in our energy range of interest is [114]:

DoS(ε) = gsgv
|ε|

2π(~vF )2
. (2.44)

2.4.2 Scattering with intrinsic phonons

The crystalline structure of graphene features six phonon branches [120, 116], as shown
in figure 2.5. Borysenko et al. studied in [121], by means of a first-principles density-
functional perturbation theory analysis, the electron-phonon coupling with the different
modes. Given the reflection symmetry, σh, the two out-of-plane (ZA and ZO) modes
barely couple to the charge carriers. As for the remaining phonon branches (in-plane
modes), comparable electron-phonon couplings are found at room temperature. The
most relevant cases are the optical TO-K,K′ (intervalley) and LO-Γ (intravalley), due to
Kohn anomalies at such symmetry points [122, 123]. Acoustic LA and TA modes couple
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Figure 2.5: (Left panel)Ab-initio phonon dispersion in MLG, adapted from [116]. (Right
panel) electron-phonon scattering rates at T0 = 300 K with deformation potentials as proposed
by [121]. Scattering probability due to optical phonon emission at energies below ~ωTO-K/LO-Γ

corresponds to transitions from the conduction band towards valence band (phonon assisted
recombination). Although not shown, the same feature takes place for phonon absorption of
electrons in the valence band at energies over −~ωTO-K/LO-Γ due to phonon assisted generation.
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at long wavelengths (Γ), and are also responsible for intervalley transitions (K,K′), as
it is clearly visible from the onset of phonon emission at ∼ 120 meV. The scattering
coupling matrices obtained in this study, are not believed to be significantly sensitive to
the environment (e.g. substrates) [124].

A simple scheme has been adopted in the spirit of [121] to include scattering mecha-
nisms with intrinsic phonons. For the TA-Γ and LA-Γ modes, the first-order deformation
potential approximation [125] is used. The scattering matrix reads:∣∣∣HD1,ν

s,k,s′,k′

∣∣∣2 =
D1,ν

2~|q|
2Ωρmvν

F (s,k, s′,k′), (2.45)

where D1,ν is the first-order deformation potential, ρm the sheet mass density, and vν

the sound velocity (related to the slope of the acoustic phonon mode dispersion), and
F (s,k, s′,k′) is the wavefunction overlap, which in MLG is given by [126]:

F (s,k, s′,k′) =
1 + ss′ cos(θk,k′)

2
=

1

2

(
1 + ss′

k · k′

|k||k′|

)
, (2.46)

with θk,k′ being the angle between the vectors k and k′.
Putting equations (2.14) and (2.17) together, one has:

ΓD1,ν(s,k′) =
∑
s′

Ω

(2π)2

∫
k′

2π

~
D1

2~|q|
2Ωρmvν

F (s,k, s′,k′)

[
nν(q) + 1

2 ± 1
2

]
δ[ε′ − ε∓ ~ων(q)] dk . (2.47)

For the combined TA/LA mode at Γ, providing it is a non-degenerated phonon sys-
tem, we can apply equipartition conditions [127], which allows to approximate nν(q) ≈
kBTL/~ων(q) for temperatures above the Bloch-Grüneisen temperature [128]. Consid-
ering that the phonon energy grows linearly around Γ as ~ωTA/LA(q ∼ Γ) ≈ vTA/LA|q|,
being vTA/LA the sound velocity in graphene. As a consequence, the phonon occupation
approximates as nTA/LA(q ∼ Γ) ≈ kBTL/~vTA/LA-Γ|q|. Moreover, given the difference
between electron and phonon dispersion slopes, this scattering can be considered as quasi-
elastic. Therefore, the exchange energy in the collision is negligible and we can consider
ωTA/LA(q ∼ Γ) ≈ 0. As a consequence, the magnitude of the final and initial wavevectors
(energies) are very similar, so

∆TA/LA-Γ(s,k, s′,k′) =
2kBTL

~vTA/LA-Γ|q|
δ(ε′ − ε). (2.48)

Due to the negligible electron energy shift, also interband transitions are ruled out. With
all this, equation (2.47) turns into:

Γ
(MLG)
D1,ν

(s,k′) =
D1,ν

2kBTL

2πρmvν2

∫
k
F (s,k, s′,k′)δ(ε′ − ε) dk . (2.49)
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From here on, we will take advantage of the isotropic nature of the electron band dis-
persion, which allows us to obtain the carrier energy-dependent scattering probabilities
performing the integral over k′:

Γ
(MLG)
D1,ν

(ε) =
D1,ν

2kBTL|ε|
2~3vF 2ρmvν2

. (2.50)

The most relevant parameter for this scattering mechanism is the deformation potential.
A value of D1,TA/LA-Γ = 6.8 eV allows to capture the contribution of both modes, while
the sound velocity vTA/LA-Γ = 2 × 104 m/s, that has been taken as the average for the
TA and LA branches [128].

The wavefunction overlap term brings up anisotropy to this mechanism, which sup-
presses backscattering [128]. Since equation (2.50) contains summation of probabilities
for all final k′ directions, at every scattering event with TA/LA-Γ phonons, the relative
angle between the final and initial wavevectors is determined in a Monte Carlo routine
according to the distribution cos2(θk,k′/2).

As it regards the inelastic acoustic (TA/LA-K) and optical (TO-K and LO-Γ), the
zeroth-order deformation potential [125] formalism is used. Its scattering matrix is:∣∣∣HD0,ν

s,k,s′,k′

∣∣∣2 =
D0,ν

2~
2Ωρmων(q)

. (2.51)

Again, the scattering matrix is applied, as previously done, in equation

ΓD0,ν(s,k) =
∑
s′

Ω

(2π)2

∫
k′

2π

~
D0,ν

2~
2Ωρmων(q)[
nν(q) + 1

2 ± 1
2

]
δ[ε′ − ε∓ ~ων(q)] dk . (2.52)

From here, in order to obtain the corresponding rates for electron-phonon scattering
with these modes, negligible dispersion is assumed: ων(q ∼ q0) ≈ ων,q0

, being q0 the
symmetry point. Integrating over k′, we get the final expression for intrinsic inelastic
(emission and absorption) phonon scattering as a function of the carrier energy:

Γ
(MLG)
D0,ν

(ε) =
∑
s′

D0,ν
2(ε∓ ~ων,q0

)

2(~vF )2ρmων,q0

[
nν(q) + 1

2 ± 1
2

]
. (2.53)

The summation over the possible final bands has been kept since it is expected that op-
tical phonons provide an interband pathway for carrier generation (via phonon absorp-
tion) and recombination [129] (via phonon emission) for energies such that |ε| < ~ων,q0

.
The contributions for the optical phonons have been included though a combined TO-
K/LO-Γ mode, being its energy ~ωTO-K/LO-Γ = 164.5 meV, with a deformation potential
D0,TO-K/LO-Γ = 100 eV/nm [121]. The independent contributions of intervalley and in-
travalley modes is of little relevance, since the K and K’ valleys of the band structure
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are considered as degenerate. As for the inelastic intervalley acoustic phonons, the to-
tal contribution of the TA/LA-K has been accounted for with a deformation potential
D0,TA/LA-K = 35 eV/nm and energy ~ωTA/LA-K = 124 meV [121].

The right panel of figure 2.5 shows the scattering rates in MLG calculated with the
above expressions for a temperature of 300 K.

MLG inelastic phonon lifetimes

The interaction of electrons with out-of-equilibrium optical phonons has already been a
research topic in the context of high-field transport [67], and optical excitation [130, 131].
Also, molecular dynamics studies have explored the thermal transport properties and life-
times of the acoustic modes [132]. In this work, the values chosen for the phonon lifetimes
are 2.5 ps for the optical (TO-K/LO-Γ) phonons, as measured experimentally [131] from
time-resolved differential transmission spectroscopy, and 5 ps for the TA/LA-K mode, as
obtained from molecular dynamics simulations [132].

2.4.3 Carrier-carrier scattering

Collisions between carriers have also been included in the MLG physical model. The
carrier-carrier scattering matrix depends on the initial and final states of two carriers,
and is given by [133–135]:∣∣∣Hc-c

s,k,s′,k′,s2,k2,s′2,k′
2,

∣∣∣2 =
1

2

[
|Vd|2 + |Ve|2 − VdVe

]
, (2.54)

where the prefactor 1/2 aims to exclude interactions between carriers with parallel spin10,
and includes the contribution of the direct, Vd = V (s,k → s′,k′; s2,k2 → s′2,k′

2), and
exchange, Ve = V (s,k → s′2,k′

2; s2,k2 → s′,k′) processes, being V (...) the Fourier
transform of the screened Coulomb potential:

V (sA,kA → s′A,k′
A; sB ,kB → s′B ,k′

B) =

2πe2

Ωqϵ̄ϵ(q, ω)
F (sA,kA, sA

′,kA
′)F (sB ,kB , sB

′,kB
′), (2.55)

where q = |kA − k′
A|, ϵ̄ = 4πϵ0(κ

↓
0 + κ↑

0)/2 is the background dielectric constant [136],
with ϵ0 being the vacuum electrical permittivity, κ↑

0 and κ↓
0 the static relative permit-

tivities of the top and bottom dielectrics (air in the case of suspended graphene), and
ϵ(q, ω) is the dielectric function, which will be discussed in section 2.4.7.

10This approximation is valid given the fact that spin polarization is not being considered along this
work. An appropriate treatment within a context with explicit spin consideration would imply removing
the 1/2 term, and perform a selection of only carriers with parallel spin.
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From equations (2.13) and (2.16), the probability that a carrier with initial wavevector
k in sub-band s scatters with another one in sub-band s2 with wavevector k2, and ending
with final states s′,k′ and s′2,k′

2, is finally:

Pc-c(s,k → s′,k′; s2,k2 → s′2,k′
2) =

2π

~

∣∣∣Hc-c
s,k,s′,k′s2,k2,s′2,k′

2

∣∣∣2
δ(ε+ ε2 − ε′ − ε′2)δ(k + k2 − k′ − k2

′). (2.56)

For a given state, we are interested in obtaining the scattering rate with all the carriers
in the system. To achieve this, we have to apply the previous transition probability in
equation (2.12), make a summation over the occupied states s2,k2, and then follow the
summation over the final states s′,k′ as in equation (2.14), thus obtaining:

Γc-c(s,k) =
1

2

∑
s2,k2,s′,k1′

fs2(k2)
2π

~

∣∣∣Hc-c
s,k,s′,k′s2,k2,s′2,k′

2

∣∣∣2
δ(ε+ ε2 − ε′ − ε′2)δ(k + k2 − k′ − k2

′)., (2.57)

or in integral form:

Γc-c(s,k) =
1

2

Ω2

(2π)4
1

2

∑
s2,s′

∫
k2

∫
k′
fs2(k2)

2π

~

∣∣∣Hc-c
s,k,s′,k′s2,k2,s′2,k′

2

∣∣∣2 δ(ε+ε2−ε′−ε′2)

δ(k + k2 − k′ − k2
′) dk2 dk′ . (2.58)

The first 1/2 factor in the two latest equations aims to avoid a duplicity of scatter-
ing [137] since a single event involves two particles. However, a correct selection of the
scattering partner-particle must follow after the introduction of this factor, according to
the distribution of probabilities regarding the initial states of both carriers [138].

The last expression is the most general approach for carrier-carrier scattering. Now,
two cases can be distinguished: intraband (s = s2), and interband (s = −s2) scattering.

In a collision involving two particles of the same kind (two electrons or two holes),
the continuum of final states for the selecting particle, s′,k′, must belong to the space
region defined by the two Dirac deltas in equation (2.58), that for MLG, in agreement
with equation (2.42), translates to the system:

k + k2 = k′ + k2
′ (2.59a)

s~vF |k|+ s2~vF |k2| = s′~vF |k′|+ s′2~vF |k′
2|. (2.59b)

Now, let us focus on the intraband case (s = s2) where both particles remain in the same
band (s′ = s′2 = s), as in figure 2.6 (a). Then, energy conservation in equation (2.59)
implies:

|k|+ |k2| = |k′|+ |k′
2|. (2.60)
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If one thinks in the space (kx, ky, ε/~vF ), it can see that the possible final states con-
strained by this system of equations is the intersection of a plane with normal vector
n = (kx+k2x, ky+k2y, |k|+|k2|) containing the points (kx, ky, s1|k|) and (k2x, k2y, s2|k2|).
The intersection of this plane with the Dirac cone is an ellipse that contains all the pos-
sible final states for both particles, as it can be seen in figure 2.6 (a).

Lets consider now, the interband interaction case (s = −s2) without net exchange of
carriers between bands (s′ = −s′2) of two electrons, as illustrated in figure 2.6 (b). Now,
the energy conservation condition reads:

|k| − |k2| = |k′| − |k′
2|. (2.61)

In this case, the plane’s normal vector is n = (kx + k2x, ky + k2y, s|k| + s2|k2|), and
cuts the two halves of the cone, giving rise to a hyperbola. However, in a simulation
scheme involving electrons and holes, it requires a correction of the conservation laws.
Since a hole represents an “empty electron state”, the initial and final states of one of
the particles must be switched: k2

(e) ⇔ k′2
(h) and k′2

(e) ⇔ k2
(h), so, making the change

k2 ⇔ k′2, we have:

k − k2 = k′ − k2
′ (2.62a)

|k|+ |k2| = |k′|+ |k′
2|, (2.62b)

ε/
~v

F

ky kx

ε/
~v

F

ky kx

ε/
~v

F

ky kx

(a) (b) (c)

Figure 2.6: Representation of the allowed final states for the short-range Coulomb interaction
of an electron in the conduction band with k1 = (k0, 0) and (a) another electron in the conduction
band, (b) another electron in the valence band, and (c) a hole in the valence band with k2 =

(0, 1
2
k0) in the k − ε/~vF space. Thick solid lines represent the final states in momentum and

energy, while the dashed ones, are the projection over the ε = 0 (kxky) plane.
.
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which translates to an equal (instead of opposite) energy 11 and momentum shift for the
two particles. In this case, we obtain two different geometric spaces for the final states
of each particle, being both of them two ellipses that result from the cut of two parallel
planes with normal vector n = (kx − k2x, ky, k2y, |k2| − |k|1) each of them containing the
points (kx, ky, s|k|) and (k2x, k2y, s2|k2|), as illustrated in figure 2.6.

After this analysis, it is convenient to introduce the MLG-specific scattering proba-
bilites:

Γ(MLG)
c-c (s,k) = 1

2

Ω2

(2π)4

∑
s2

∫
k2

f(s2,k2)

∫ 2π

0

Ξ(s,k, s2,k2, θ
′) dk2 dθ

′, (2.63)

where intraband and interband interactions can be considered independently by splitting
the summation over s′2. Here, we have transformed the integral over k′ into a polar
integral over its orientation by means of the function Ξ(...), that binds the initial and
final states through the Dirac deltas, and can be understood as the probability that a
particle with initial state s,k that scatters with another particle with state s2,k2 changes
its wavevector’s angle to θ′:

Ξ(s,k, s2,k2, θ
′) =

2π

~3vF 2

∣∣∣Hc-c
s,k,s′,k′s2,k2,s′2,k′

2

∣∣∣2 |k′|, (2.64)

where the final wavevector for the main particle is determined by a polar description of
an ellipse from one of its foci:

k′ =
s|k|+ s2|k2|

2

1− χ2

1− χ cos(θ′ − θc)
(cos θ′, sin θ′) , (2.65)

being χ = |sk+s2k2/(|k|+|k2|) the eccentricity of the ellipse, θc the angle of k+k2. The
wavevector k2

′ is obtained from k′ through the momentum conservation law as stated
in equations (2.59) and (2.61).

In general, it is not possible to fulfill energy and momentum conservation laws in-
volving interband (Auger) transitions [139]. However, there is a limit case that overlaps
between the two previous cases, when the relative angle between the two carriers wavevec-
tors is (1+ss2)π/2. In these circumstances the wavevectors are aligned along a generatrix
of the conical energy dispersion, and this same line corresponds to the phase space where
the final states of both particles are restricted to. When this condition is met, net ex-
change of carriers between bands can be achieved in the so-called Auger recombination
and impact ionization processes, as seen in figure 2.7. In this collinear situation the
solution for Ξ is cumbersome due to operations with the Dirac deltas. However this
has already been dealt with by a number of authors [140, 139, 141]. As the process is

11Here, this refers to absolute energy, since an opposite shift in kinetic energy happens due to the
fact that the interacting particles are in bands where kinetic energy grows towards opposite directions.
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k

ε
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k

ε

k

ε
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ε (a) (c) (d)(b)

VV→CV
intraband II intraband AR interband ARinterband II

CV→CC CC→CV CV→VV

Figure 2.7: Representation of different collinear interactions in the section of the k− ε space.
Net exchange carriers through (a, b) impact ionization (II) and (c, d) Auger recombination (AR)
due to intraband (a, c) and interband (b, d) collisions.

collinear, the scattering can be treated in terms of energy, and reads:

Γ
(MLG)
coll (s,k) = Ω2

(2π)4

∑
s2

∫ ∞

−∞
f(s2,k2)

∫ ∞

−∞
Ξcoll(ε, ε2, ε

′) dε2 dε
′
1, (2.66)

where

Ξcoll(ε, ε2, ε
′) =

2π2

~4vF 3

√∣∣∣∣ε2ε′ε′2ε

∣∣∣∣ ∣∣∣Hc-c
s,k,s′,k′s2,k2,s′2,k′

2

∣∣∣2 , (2.67)

si = sign(εi), ki = (εi/~vF )sik/|k′| and where it has to be noted that in collinear
processes F (s,k, s′,k′) equals unity. To get the expression in terms of energy, the occu-
pation function is considered isotropic, so fs2(k2) → f(ε2).

Since the use of electrons and holes involves a cautious treatment of such phenomena,
the reader is kindly referred to appendix A in order ot obtain further details on the
implementation of the subroutines regarding carrier selection, and final state calculation
for carrier-carrier scattering in the EMC simulator.

2.4.4 Impurities

Impurities represent a potential source of scattering consequence of the Coulomb coupling
with charged centers that may be present due to residues left in an imperfect fabrication
process. Impurity scattering is modeled by means of a screened Coulomb potential,
Vscr(q, ω, d) = V (q, d)/ϵ(q, ω), being

V (q, d) = −2πZe2 exp(−qd)

Ωϵ̄q
(2.68)

the Fourier transform of the bare Coulomb potential, where Ze is the impurity charge
and d the electron distance to the impurities. Hence, the scattering matrix is:∣∣∣Himp

s,k,s′,k′

∣∣∣2 = Nimp |Vscr(q, ω, d)|2 F (s,k, s′,k′), (2.69)

with Nimp the total impurity number.
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Upon this scattering matrix, the functional ∆elastic, and by introducing the local im-
purity density as nimp = Nimp/Ω, we arrive to the scattering probability with impurities
in its most general form:

Γimp(s,k) =
nimp2πe

4

~ϵ̄

∫
k′

∣∣∣∣ exp(−2|q|d)
|q|ϵ(|q|, ω → 0)

∣∣∣∣2 F (s,k, s′,k′)δ(ε′ − ε) dk′ . (2.70)

And, for the particular case of graphene, one can follow the same steps as for the acoustic
intravalley phonon scattering, which yields:

Γ
(MLG)
imp (ε) =

nimp2πe
4

~3vF 2ϵ̄|ε|

∫ 2π

0

∣∣∣∣ exp(−2|q|d)
|q|ϵ(|q|, ω → 0)

∣∣∣∣2 1 + cos θk,k′

2
dθk,k′ . (2.71)

Strong angular dependence of the relative angle between initial and final wavevectors
comes from the overlap and dielectric functions, which requires a Monte Carlo selection
routine based on the distribution of such integral.

2.4.5 Defects

Atomic scale defects can be critical to describe electronic transport in fabricated sam-
ples, particularly to provide an accurate description of the mobility dependence with the
carrier density. Both point defects and dislocations can be treated as a single scattering
according to the approximation given by Ferry [70]. The treatment is similar to the
case of impurity scattering, but substituting the Fourier transform of the electrostatic
potential by a constant term. Thus, the matrix elements becomes:

∣∣Hdef
s,k,s′,k′

∣∣2 =

∣∣∣∣− 1

Ω
V0Ldef

2

∣∣∣∣2 F (s,k, s′,k′), (2.72)

where V0 is the energy associated to the average defect potential, and Ldef is the effective
potential range, that can be related to the size of the puddles formed in graphene due
to rippling and corrugations. As in the case of impurity scattering, considering Fermi’s
Golden rule and the local number and density of defects (Ndef and ndef respectively), we
get:

Γdef(s,k) =
ndef
2π~

∣∣V0Ldef
2
∣∣2 F (s,k, s′,k′)δ(ε′ − ε) dk′ . (2.73)

Again, operating like in the case of first order deformation potential, one has, for mono-
layer graphene:

Γ
(MLG)
def (ε) =

ndef
∣∣V0Ldef

2
∣∣2

2~3vF 2
|ε| = αdef

2~3vF 2
|ε|, (2.74)

where a new parameter αdef has been defined as √
ndefV0Ldef, and whose values tipically

range between 0.1 and 0.5 eV nm [70]. Since the anisotropy of this scattering is analogous
to the quasielastic acoustic phonon, the treatment for the final states calculation is done
accordingly.
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2.4.6 Remote phonon scattering

Scattering with remote oxide surface polar optical phonons (SPP) has been found for
quite long to be crucial to explain transport phenomena in inversion layers of Silicon
FETs [142–144]. Due to the fact that for 2D materials the whole thickness of the channel
is at very short distance from the substrates, this kind of scattering may decisively affect
to electronic transport in these materials [68, 36, 145–147].

For SPPs the scattering matrix is [143, 148]:∣∣∣HSPP,ν
s,k,s′,k′

∣∣∣2 =
e2Fν

2 exp (−2|q|dVdW)

2ϵ̄|q|ϵ(|q|, ω)2 F (s,k, s′,k′), (2.75)

where dVdW is the distance between the electron and the surface of the substrate (which
in monolayers correspond to the Van der Waals distance between the 2D material and
the substrate12), and Fν is the Frölich coupling constant given by:

Fν
2 =

~ων

2Ωϵ0

[
1

κ↓
∞ + κ↑

∞
− 1

κ↓
0 + κ↑

0

]
=

~ων

2Ωϵ0
β, (2.76)

being ων the SPP phonon frequency, κ↓
0 and κ↑

0 the low frequency, and κ↓
∞ and κ↑

∞ the
high frequency dielectric constants of the bottom and top substrates.

According to equations (2.14) and (2.17), the general expression for SPP scattering
becomes:

ΓSPP,ν(s,k) =
∑
s′

Ω

(2π)2

∫
k′

2π

~
e2Fν

2 exp (−2|q|dVdW)

2ϵ̄|q|ϵ(|q|, ω)2 F (s,k, s′,k′)

[
nν + 1

2 ± 1
2

]
δ[ε′ − ε∓ ~ων ] dk′ . (2.77)

Following the same strategy as for inelastic phonons, one has, for MLG:

Γ
(MLG)
SPP,ν (ε) =

e2ωνβ

8πϵ0(~vF )2
|ε∓ ~ων |

[
nν + 1

2 ± 1
2

]
∑
s′

∫ 2π

0

exp(−2|q|dVdW)

qϵ(|q|, ω) F (s,k, s′,k′) dθk′ . (2.78)

The phonon frequencies for the surface polar modes, which depend on the low and high-
frequency dielectric permittivities and on the TO an LO optical phonons, can be found
in references [149, 150] and are also compiled in the appendix A.

2.4.7 Dielectric screening

In the previous description of the scattering mechanisms, for those that are related to
Coulomb interactions (carrier-carrier, impurities and SPPs) their associated potentials

12In MLG this distance is around 4 Å
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appears in an screened way through the dielectric function ϵ(q, ω). In general, the dielec-
tric function is given by the Lindhard formula [151]

ϵ(q, ω) = 1 + V (q, d → 0)Π(q, ω), (2.79)

where V (...) is the Fourier transform of the bare Coulomb potential, as seen in equa-
tion (2.68), and Π(q, ω) is the polarizability, which in the random phase approximation
it is given by [152, 153]:

Π(q, ω) = gs lim
η→0

∑
s,s′,k

fs(k′)− fs′(k)
~(ω + ıη) + ε− ε′

F (s,k, s′,k′), (2.80)

where k′ = k + q, and, in thermal equilibrium fs(k) = f(ε) can be parametrized by the
Fermi-Dirac occupation function:

F (ε, µ, Tc) =

[
1 + exp

(
ε− µ

kBTc

)]−1

, (2.81)

being µ the chemical potential and Tc the carrier temperature.
In this thesis, polarization in the static limit (ω → 0) will be considered, along

with further effects that arise from the consideration of dynamical screening such as
plasmons [152, 154] or their hybridization with remote polar phonon modes [155].

Introducing the band dispersion of MLG, and operating on equation (2.80), we ob-
tain the static polarizability as a function of the chemical potential and carrier temper-
ature [156]:

Π(MLG)(q, ω → 0, µ, Tc) = − gsgv
2π(~vF )2{

µ+
π~vF q

8
+ 2kBTc log

[
1 + exp

(
− µ

kBTc

)]
−~vF

∫ q/2

0

√
1− 2k

q
[F (~vF k, µ, Tc) + F (~vF k,−µ, Tc)] dk

}
. (2.82)

To compute this polarizability, chemical potential and carrier temperatures must be
also calculated. With such purpose, the following equations that link both variables are
periodically solved:

n(EMC) − p(EMC) = n(µ, Tc)− p(µ, Tc) (2.83a)

εk,n
(EMC) + εk,p

(EMC) = εk,n(µ, Tc) + εk,p(µ, Tc), (2.83b)

where n and p are the electron and hole densities, and εk,n and εk,p the total kinetic
energies of all electrons and holes. The members of the LHS, marked with superscript
(EMC), are the quantities obtained from the EMC simulation, and the RHS terms, those
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obtained from carriers statistics according to the parameters µ and Tc. The quantities
n and p are obtained by a simple summation of the free particles of each type multiplied
by the factor ξ, while for the total kinetic energies, we have:

εk
(EMC) = ξ

NP∑
i

|εi − ε0si |Θ(±si), (2.84)

where the summation is done over all the active particles, εi is the energy of the ith
particle, Θ(x) is the Heaviside function so that Θ(±si) selects the particle kinetic energy
of only electrons (+si) or holes (−si), and ε0si is the bottom energy of the sub-band si.

As for the members of the RHS, we have:

n =
∑
s>0

∫ ∞

−∞
DoS(s, ε)F (ε, µ, Tc) dε (2.85a)

p =
∑
s<0

∫ ∞

−∞
DoS(s, ε) [1− F (ε, µ, Tc)] dε (2.85b)

εk,n =
∑
s>0

∫ ∞

−∞
DoS(s, ε)|ε− ε0(s)|F (ε, µ, Tc) dε (2.85c)

εk,p =
∑
s<0

∫ ∞

−∞
DoS(s, ε)|ε− ε0(s)| [1− F (ε, µ, Tc)] dε, (2.85d)

Taking advantage of the simple band dispersion in graphene and the density of states
from equation (2.44), one gets for the RHS of equation (2.83):

n =
gsgv
2π

(
kBTc

~vF

)2

F1

(
µ

kBTc

)
(2.86a)

p =
gsgv
2π

(
kBTc

~vF

)2

F1

(
−µ

kBTc

)
(2.86b)

εk,n =
gsgv(kBTc)

3

2π(~vF )2
2F2

(
µ

kBTc

)
(2.86c)

εk,p =
gsgv(kBTc)

3

2π(~vF )2
2F2

(
−µ

kBTc

)
, (2.86d)

where Fj is the Fermi-Dirac integral of order j. In this way, µ and Tc are dynamically
solved with a Newton-Raphson algorithm. Since we will analyze some situations with
strong out-of-equilibrium carrier distributions, to correctly compute the polarizability,
equation (2.80) will be evaluated numerically.
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Chapter 3

Carrier transport phenomena
in Graphene
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Graphene is in the spotlight of future developments for electronic devices and appli-
cations, in many of which electronic transport is bound to occur under high electric field
conditions. Consequently, a thorough understanding of the transport properties and the
effects associated to the high-field regime becomes of special importance for fundamen-
tal physics and from a device design point of view in order to make these applications
feasible.

There are two main objectives in this chapter: The first one is to introduce the reader
into the first results of the material EMC simulator described in section 2.4, and explore
the validity of the physical model . With this purpose we will contrast simulation results
and experimental measurements. This introduction to the ensemble Monte Carlo model
capabilities is presented in section 3.1.

The second objective is devoted to the study of the transport properties and the ef-
fects related to the high-field regime. When compared to the case of low fields, where the
system remains close to equilibrium, under high fields the dynamics is very different: car-
riers are quickly taken to high energies [157] due to the electric field action, bringing up
new phenomena. Among these, the heat generation in graphene at high current densities
[158] is of particular relevance in the field of electronics. The exceptional thermal proper-
ties of graphene, related to the unique nature of two-dimensional phonon transport [159,
160], have been a subject of intensive research [161]. Thermal in-plane conductivities as
high as ∼ 2500 WmK−1 have been measured using Raman optothermal techniques [162,
163] for suspended CVD graphene at room temperature. However, thermal coupling with
a supporting substrate can reduce graphene’s conductivity significantly. As an example,
when supported on SiO2, it has been found to lie around ∼600 Wm−1K−1 [164], which,
although far from the conductivity of suspended samples, is still much higher than for
bulk Si (∼140 Wm−1K−1 [165]). Graphene field effect transistors present large thermally
activated breakdown current densities, which can even reach those of carbon nanotubes
by using diamond substrates [166]. The influence of the fabrication methods has also
been proven to be of relevance in the breakdown of graphene devices, as CVD ones
dissipate three times more power than the epitaxial counterparts due to morphological
irregularities implicit to the synthesis method [167]. Additionally, graphene can be used
as a heat-escaping channel in GaN devices [168], improving the thermal management of
the transistors. In section 3.2 we provide a study on the combined effect of Joule heating
and hot phonons in the transport properties of graphene

Generation and recombination mechanisms is another of the essential topics in hot-
electron transport, since altering the number of conducting carriers presents potentially
strong implications on the transport properties in semiconductor materials and device
channels. Among these, impact ionization is one of the most relevant mechanisms [169–
171]. Essentially, it consist in a generation process triggered by highly energetic elec-

42



3.1. INFLUENCE OF DEFECTS AND IMPURITIES IN MOBILITY

trons that transfer part of its energy to another bound electron that undergoes a promo-
tion to a state in the conduction band, originating an electron-hole pair. The opposite
phenomenon is called Auger recombination [172, 173]. Rigorous treatment of impact
ionization and Auger recombination involves the consideration of the band structure,
along with the conservation laws. This supposes a tough to overcome challenge in semi
classical, and hence, Monte Carlo models [174, 172] in the field of traditional semiconduc-
tors. Instead, some approximations like the parametric Keldysh formula [175, 176] or the
Thoma formalism [177] are used. In these models, an energy threshold is necessary for
impact ionization to occur [178–181], therefore requiring strong electric fields to drive
carriers into energetic states above this limit and produce electron-hole pairs. In sec-
tion 3.3 we present an analysis on the sheet current-field behavior of monolayer graphene
stressing the importance of interband mechanisms as a source of current enhancement.
In graphene, the linear gap-less band structure implies a totally different premise. The
existence of a continuum of energy states around the degenerate Dirac points also implies
a continuum of energies at which a carrier can trigger an impact ionization event. Also,
the highly energetic (∼ 165 meV) optical phonon opens up a wide generation and re-
combination channel path via emission and absorption scattering events. Such interband
pathways reach generation and recombination rates in the 1024 cm−2s−1 range depending
upon the carrier density and temperature [129].

The chapter is organized as follows: In section 3.1 we explore the validity of the model
by contrasting EMC results with experimental measurements, finding that impurities
and defects play a significant role in fabricated samples. The combined impact of hot
phonons and self-heating on the transport characteristics, and also the interaction of
both phenomena is investigated in section 3.2. Finally, the contribution of excess carriers
created due to interband interactions stimulated by high electric fields is dealt with in
section 3.3.

3.1 Influence of defects and impurities in mobility
The physical model of monolayer graphene described in section 2.4 mostly relies in first-
principles calculations, and it is free from exogenous parameters. In order to test the
reliability of the simulator, its results must be contrasted with real experimental mea-
surements. Low-field mobility is the most suitable physical quantity for this purpose.
Since it is related to states close to the equilibrium, hot electron phenomena do not
suppose an further issue to take into account.

Fabricated samples are usually bound to be contaminated with impurities originated
in the synthesis and fabrication process [182, 183] These can work as scattering centers,
and have been proven to be a source for the degradation of graphene conductivity [184],
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and a cause of device variability [185, 186]. Also, crystalline defects have been suggested
to be a factor than can affect negatively the electronic transport [187, 188]. To account
for these issues, we included in the model the scattering with homogeneously distributed
impurities in section 2.4.4, and defects in section 2.4.5. In figure 3.1 we show the low-
field mobility for graphene on a SiO2 substrate for varying values of the impurity density
and defect parameter. Both the existence of impurities and defects reduce the carrier
mobility. Each of the scattering sources have a different impact depending on the carrier
density. While the influence of impurities is a reduction of the mobility, specially for small
carrier densities, the decrease induced by defects is more homogeneous. Such influence
for small n is a result of the Coulomb nature of the screened potential, which tends to
reduce with the carrier concentration.

Let us explore now if the EMC model can reproduce experimental mobilities. In
[110] low-field mobility results for graphene on SiO2 were presented. The structure
consists of a graphene monolayer supported on a SiO2 substrate of thickness 300 nm
over a Si wafer. The values of the mobility, which are reproduced in figure 3.2 (a), are
quite below those obtained in the ideal case of nimp = 0 and αdef = 0, as presented
in figure 3.1. On the other hand, the authors report a residual carrier density arising
from impurity-induced puddles of around ∼8.9 × 1011 cm−2. So, according to theoretical
predictions, the observed mobility has to be influenced by the existence of impurities,
and their effect should be included in the simulations. We iteratively performed low-
field simulations varying nimp and αdef until a good match to the experimental mobility
was found. In the same figure we show the results for an impurity concentration of
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Figure 3.1: Low field carrier mobility in graphene on SiO2 at T = 300 K as a function of the
electrostatically doped carrier (electron or hole) density for varying values of (a) the impurity
density, with nimp = 0, 0.5 × 1011, 1 × 1011, 1.5 × 1011 and 2 × 1011 cm−2, and (b) the defect
parameter, with αdef = 0, 0.05, 0.1, 0.15 and 0.2 eV nm.
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Figure 3.2: Experimental (dotted lines) and EMC-computed mobility (symbols) at T0 = 300 K
for (a) graphene on SiO2 as obtained from [110] , and (b) graphene encapsulated on h-BN as
obtained from [38].

nimp = 9.5 × 1011 cm−2 and αdef = 0.07 eV nm. A reasonable agreement is met, specially
at high carrier concentrations.

On the other hand, electronic mobilities one order of magnitude higher than previ-
ously measured of CVD graphene have been reported for graphene on hexagonal boron
nitride (h-BN) [189, 37], showing that the choice of the substrate is critical. In the
particular case of h-BN, the increase in mobility is attributed to the low presence of
dangling bonds in the h-BN/graphene interface, a similar hexagonal crystalline structure
with matching lattice constant and a reduced rate of carrier-SPP scattering [190, 191].
In figure 3.2 (b) we compare the mobility calculated from experimental conductivity data
at room temperature against the carrier density. In this case, a very good agreement
is obtained with the EMC results, with extremely low values of impurity density and
defects (nimp = 7.5 × 1010 cm−2 and αdef = 35 meV nm), supporting the claim about the
favorable characteristics of the h-BN/graphene interface for the electronic transport.

We can go beyond the low-field close-to-equilibrium conditions and explore the whole
velocity-field curves. Strong electric fields take carriers to high energies, giving rise to
hot-electron phenomena. While some of these effects will be explored in-depth later, in
section 3.2 and section 3.3 we present here the first velocity-field results in graphene in
order to assess the validity of the model. In [111] experimental velocity-field curves for
the same graphene on SiO2 structure already introduced in [110] are presented. Here,
the authors argue a dependence on the impurity density (or traps) in the SiO2/graphene
interface with the applied gate voltage, and hence with the carrier density. We consid-
ered in our velocity-field simulations the gate voltage (carrier concentration) relation with
the density of ionized centers in the interface. Self-heating with temperature-dependent
thermal conductivity of SiO2 and Kapitza resistance has been also included (see sec-
tion 2.3.6). The velocity-field results at 300 K taken from [111] (dotted lines and filled
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Figure 3.3: Experimental (dotted lines) and EMC-computed drift velocity-electric field curves
of graphene on SiO2 at room temperature T0 = 300 K. Experimental data was obtained from
[111].

symbols) and the EMC simulation data (continuous lines and open symbols) are pre-
sented in figure 3.3. We note that the area of the sample (7 × 4 µm) guarantees that
the 1D model for the heat dissipation flow is adequate [109]. As already explained in
sections 2.3.5 and 2.4.2, we introduce the hot phonon effect, with relaxation the times
of 2.5 fs for the TO-K/LO-Γ mode as measured in [131] and, 5.0 ps for the TA/LA-K
mode as theoretically predicted in [132]. SPP phonon modes from the SiO2 substrate
will be treated out of equilibrium (hot) within the same formalism used for the intrinsic
modes. However, given that they are a surface manifestation of TO and LO modes of
SiO2 and have much space to diffuse towards the insides of the oxide, SPPs are expected
to behave with a fast decay rate. So, characteristic decay times for SPPs were chosen in
order to find the best agreement between EMC and experimental velocity field curves at
T0 = 300 K, resulting in τSPP = 0.33 ps. Note that this value is an order of magnitude
smaller than those of intrinsic modes. The defect parameter for best matching result was
αdef = 95 meV nm. Upon these considerations, we observe a very good agreement for all
the sampled electric fields between the experimental data and the EMC results, and for
the three carrier densities studied.

The use of impurities and defects allows to mimic both mobility and velocity field
curves from experimental data. In collaboration with the Autonomous University of
Barcelona (group of professor D. Jiménez), we have managed to study the scalability
and performance of graphene-based field-effect transistors [192, 193]. To achieve this,
a drift diffusion simulator coupled to a Poisson solver was fed with the EMC data of
the carrier-dependent velocity-field curves considering several impurities density and de-
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fect parameters. Velocity dependence with the electric field was described by means of
parametrized analytical expressions, being these parameters set by finding the best fit
with the EMC results. The expression for the velocity given a particular carrier density,
n is [110, 194]:

v(n,E) = µLF(n)

[
1 +

∣∣∣∣µLF(n)

vsat(n)
E

∣∣∣∣β
]−1/β

, (3.1)

where vsat is the saturation (high-field) drift velocity, and β is factor that mostly deter-
mines how soft is the transition from the linear region (governed by the slope of µLF)
towards the saturation regime. We take the saturation velocity as that obtained from
the EMC simulator at E = 20 kV/cm. The low-field mobility µLF(n) and saturation
velocity, vsat(n), are described by analytical expressions as well:

µLF(n) = µ0

[
1 +

(
n

a1

)b1
]
, (3.2a)

vsat(n) = v0sat

[
1 + a2

(
n

n0

)b2
]
, (3.2b)

where n0 = 1012 cm−2 is the reference carrier density, and the parameters µ0, a1, b1,
v0sat, a2, b2, are set so that the expressions best fit to the EMC data for various carrier
concentrations that usually lie in the range 5 × 1011 cm−2 to 1 × 1013 cm−2.

The results of the hybrid EMC-Drift-Diffusion model successfully compared with
experimental results of fabricated devices [192, 193]. Regarding the RF performance,
it was demonstrated that increasing graphene quality (reducing impurities and defects)
improved the figures of merit (fT and fmax). However, K-∆ analysis revealed that these
devices could become unstable: there is trade-off involving the graphene quality, bias
point and device escalation, so a balance needs to be found for practical applications.
We refer the reader to references [192] and [193] for a detailed discussion.

Electrical characterization of monolayer graphene over insulator samples

With the purpose to perform the characterization of the electronic mobility in monolayer
graphene on insulator samples, we were provided with access to the characterization
laboratory belonging to the NANOELEC group, and a basic training for the use of the
Cascade M150 probe station. The graphene samples, stocked by GRAPHENEA, con-
sisted in 1 cm × 1 cm single graphene layers grown on copper by chemical vapor deposition
technique, and then transferred to 300 nm SiO2 and 500 µm quartz substrates. Their re-
spective Raman spectra are presented in figure 3.4. The graphene samples transferred
to SiO2 were also placed on top of a Silicon wafer. Samples on quartz substrates were
also employed for transient optical experiments reported in section 5.2.
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Figure 3.4: Raman spectra of the provided different monolayer graphene samples for electrical
and optical characterization.

Electronic characterization is usually performed on ad-hoc designed structures (being
Hall bars the most typical example), comprising the realization of metalizations to create
the electrodes [195], therefore requiring fine post-processing of the samples. Since such
processing tasks are out of the scope of the present work, we opted for more immediate
and accessible alternatives. Particularly, we based on by point-contact techniques [196,
197], more precisely in the two-point configuration. The basic idea is to avoid the need of
processing the electrodes by using point-contacts probes instead, as seen in figure 3.5 (a),
forming a so-called pseudo-MOSFET [197]. Upon the application of a voltage bias be-
tween the two needles in contact with the material we want to characterize, the current
is measured simultaneously. In comparison with the four-contact technique [196], the
two-point method is easier to carry out, as no care needs to be taken regarding the nee-
dle alignment. On the other hand, the contact resistances (Rcon) has a great impact,
and can mask the intrinsic conductivity of the sample under study [196]. Considering
the circuit depicted in figure 3.5 (a) the total resistance is:

RT =
∆V12

I12
= Rg + 2Rcon + 2RW = Rg +Rpar, (3.3)

where Rg is the resistance of the graphene sample under investigation, Rcon are the point-
contact resistance, and Rw are the wire resistances, and Rpar groups all the parasitic
resistances. Note that Rpar is constant in the setup regardless of the distance between
needles. Taking into account a four-point configuration where the material resistance
relates to the sheet resistivity, ρSg, and a form factor W [198, 199], we have that the
total resistance in the two-point configuration is

RT =
∆V12

I12
=

ρSg
W

d+Rpar. (3.4)
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Figure 3.5: (a) Illustration of the circuit and the setup of a two-point configuration for the
measurement of the conductivity of bulk graphene on insulator samples. (b) Current versus
applied voltage between the two probes, in a two-point configuration at different times after
making the contacts with the graphene sample, being t1 < t2 < t3 < t4.

This is the equation of a line with slope ρSg/W and a constant shift of Rpar. So, by
varying the distance between the two probes, we should be able to infer both the values
of the contact resistances (given the wire resistances are known) and the graphene sheet
resistivity. Finally, since σg = enµLF, one can obtain the mobility as µLF = (ρsgqn)

−1.

Despite the apparent simplicity of the experimental setup and the method, we came
across some hindrances that made the measurements troublesome. While measuring I12

we observed a progressive degradation after consecutive measurements. In figure 3.5 (b)
we show some results of current-voltage sweeps at d = 0.75 mm obtained after probing at
the same point positions at different times after placing the probes. A degradation with
time of the total resistance is evident, which suggest a progressive deterioration of the
point contact. We attribute this mainly to the likely mechanical damage that could be
produced to the graphene layer at the moment of the physical realization of the contact
with the tip of the probe needle. Besides, in [198] it was shown that the pressure applied
with the probe on the sample has a great impact on the resistivity, which adds a further
complexity to the procedure. Due to the lack of control of the pressure applied with
probe(s) and the progressive time degradation of the point contacts, the linear trend
with the probe distance described in equation (3.4) could not be achieved in a consistent
and repeatable routine.
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3.2 Hot phonons and Joule heating in high-field
transport

Charge transport in the diffusive regime at high-field conditions is a non-equilibrium
process: the elevated energies reached by carriers lead to an enhancement of inelastic
electron-phonon scattering. In these collisions, part of the electron energy is transferred
to the lattice, which translates into an effective increase of the temperature, a phe-
nomenon known as Joule heating or self-heating (SH) [200, 201]. Along with the raise
of the lattice temperature, this scattering activity also leads to the onset of an out-of-
equilibrium phonon population. When the decay rate of phonons is much slower than
their generation rate (as it can happen, for example, due to phonon emissions by in-
elastic scattering at strong fields and large carrier densities) the so called hot phonon
(HP) effect takes place, as explained in section section 2.3.5. Consequently, heat gen-
eration and non-equilibrium transport are microscopically related, with emission and
absorption of inelastic phonons as a common nexus. Some works have investigated the
issue of self-heating and energy dissipation in graphene both at the bulk material level
and in graphene-based devices [109, 111], finding that the interaction with surface polar
phonons and a good thermal coupling with the graphene layer increase the energy trans-
fer towards the substrate in high-bias conduction [202]. Also, it has been found that
thermal failure in these devices shows a strong dependence with morphological irregular-
ities bound to their fabrication [167]. On the other hand, the relevance of the HP effect
at high fields has been demonstrated in graphene [67, 203]. Since both Joule heating
and hot phonons are the result of inelastic phonon scattering processes, it is particularly
important to evaluate their interaction when they act simultaneously. We will explore
their combined and individual effect on the transport characteristics in order to reveal
which is dominant or more relevant in fabricated samples. Also, the influence of HPs
in the lattice temperature is going to be evaluated. With this purpose, in this section
we will study transport characteristics in stationary conditions (drift velocity, dissipated
power, temperature, etc.), with focus on the combined role played by HP and SH, but
also including them separately for comparison purposes.

We base our simulations on the structure presented in [111], for which good agreement
between simulation and experimental data has already been presented in figure 3.3 of
section 3.1. In order to evaluate the impact of self-heating and hot phonons, simulations
with each of the effects separately activated were also performed. In figure 3.6 we present
the velocity-field curves obtained with the EMC model up to E ≤ 50 kV/cm for the four
possible cases regarding the consideration of hot phonons and Joule heating. The largest
electron drift velocity is obtained when in the model both Joule heating and hot phonons
are not considered, and the smallest electron drift velocities are obtained with the full
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Figure 3.6: Drift velocity as a function of the applied electric field in the graphene on SiO2

structure presented in [111] when (a) Joule heating and hot phonons are considered, (b) both
efects are ruled out in simulation, (c) only self heating is included, and (d) only hot phonons
are considered. The electron densities considered were n: 1.3 × 1012 cm−2, 2.5 × 1012 cm−2 and
3.8 × 1012 cm−2.

model featuring both effects, HP and SH. Therefore, neglecting either SH or HP effect
results in a overestimation of the drift velocity, which is represented in figure 3.7 for the
cases considering only either hot phonons or self-heating. This overrating is larger if the
HP effect is neglected, tending to saturate to a 40% of the actual drift velocity for electric
fields close to the beginning of the negative differential conductance (∼ 20 kV/cm). If only
self-heating is neglected, the overestimation of the drift velocity increases monotonically
with the electric field, growing with the carrier concentration within the range considered.
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Figure 3.7: Drift velocity overrating with respect to the full moden when only (a) self-heating,
and (b) hot phonons are considered.
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The maximum overrating is 22% for the sampled carrier densities and electric fields.
Consequently, the HP effect appears to be dominant over Joule heating regarding the
limitation of the high-field velocity in graphene. From a modeling perspective, in the
structure under study, none of the effects should be neglected in order to obtain a correct
description of the drift velocity under high-field conditions.

We will set our attention now to the steady-state lattice temperature. The hot phonon
effect is not only critical for the carrier velocity: it also acts in conjunction with self-
heating, affecting decisively to the system temperature. Figure 3.8 shows the steady
state graphene layer temperature (Tg) versus the applied electric field and carrier con-
centration with (solid blue lines) and without (dashed black lines) considering the HP
effect. Temperature increases monotonically with the electric field for all the carrier
concentrations considered, with a slight trend to saturate at small carrier concentrations
as the electric field grows. By neglecting the out-of-equilibrium phonon effect, a hotter
temperature is obtained in comparison with results from the complete model. Peaking
over 1600 K without HP and at 1300 K in the full model (for the largest carrier density
and electric field under consideration), this means more than a 20% overestimation of Tg

with respect to the most complete model. It is therefore particularly relevant to incor-
porate the hot phonon effect in the modeling graphene self-heating, since otherwise the
resulting temperature would not be accurate.

The differences observed in the temperatures reached when the out-of-equilibrium
phonon population is taken into account can be explained by paying attention to be-
havior of the main heating source: scattering with inelastic phonons. Their influence is
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Figure 3.8: Temperature of a graphene monolayer on SiO2 in the steady state for the model
neglecting the HP effect (dashed lines), and bottom: the complete model (solid lines).
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characterized by the net emitted power per unit area, which reveals the energy that is
transferred from electrons towards the graphene lattice and the substrate via electron-
phonon scattering. This quantity, computed according to equation (2.35) in section 2.3.5
of plotted in figure 3.9 versus the applied electric field. The net emitted power in the
absence of self-heating is also computed in the same way, although it must be reminded
that in this case it does not contribute to the lattice heating. This would mean assuming
that the heat generated is dissipated instantaneously, which is not a realistic situation,
but it is shown also in the figure for comparison purposes. Within the range of electric
fields under consideration, Pint = PTA/LA-K +PTO-K/LO-Γ –figure 3.9 (a)–, corresponding
to the power transferred through intrinsic acoustic and optical phonons, shows an almost
linear dependence. When either the hot phonon effect or self-heating are neglected, the
net emitted power is comparatively larger than in the complete model, for which the
smallest emitted power is obtained. Neglecting HPs yields a greater overestimation of
Pint in comparison to ruling out Joule heating. With regard to the emitted power due
to SPPs, a similar contribution to that of the intrinsic inelastic mechanisms is found at
fields below 25 kV/cm, from where a trend for saturation is observed. At high fields,
therefore, the net exchanged power with the substrate is significantly less that the power
transferred to the graphene lattice through intrinsic phonons. Similarly as it occurred
with Pint, Psub is smaller when the full model is considered. At medium and small fields,
no relevant differences are found between disregarding HP or SH. However, at large fields
(≥ 25 kV/cm) the overestimation of the net exchanged power is larger when neglecting
self heating than when hot phonons are deactivated. To explain these power transfer
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Figure 3.9: Net emitted power due to scattering with (a) intrinsic phonons, and (b) the SiO2

substrate polar phonons when SH (circles) or HP (squares) are not considered, and when both
are included in the simulations (diamonds).
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overestimations, it must be noted that any growth in the phonon population (either due
to self heating or to emission through collision with carriers) implies an increase of the
scattering rate, but even more importantly, larger nν(q) also means a reduction of the
emission/absorption ratio. As a result, neglecting any of these phenomena (SH or HP)
turns out in an unrealistically reduced phonon population, which in turn yields an ex-
cess of power exchange due to an excessive emission/absorption ratio. Hence, the lattice
temperature is overestimated in a scenario where only self-heating is taken into account.
In the most complete model, the phonon population rise due to the fact that both effects
are superimposed, which explains why the emitted power is the smallest. In the case of
intrinsic phonons, this ratio seems to be more reduced due to the HP effect, while for
SiO2 SPPs self heating is more relevant.

Now, we will explore the origins of the differences found between the overestimation
of transferred power of intrinsic and SPP phonon modes examining more deeply the
interplay between self-heating and the out-of-equilibrium phonon populations. To achieve
this, it is convenient to examine the phonon temperatures (that are directly provided by
the phonon occupation numbers [204] consistently obtained in the simulations) and their
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Figure 3.10: Angle-averaged phonon temperature as a function of the wavevector,
Tν(|q − q0|), and the applied electric field for the intrinsic optical (top) and the small-
est energy SiO2 SPP mode (~ωSPP1 = 59.98 eV, bottom), with a carrier concentration of
n = 3.8 × 1012 cm−2. (a)/(b) and (c)/(d) correspond to the cases when SH effects are turned
OFF/ON, respectively.
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and backscattering respectively.

dependence with the phonon wavevector and the applied electric field1. Figure 3.10 shows
the results for two different scenarios, when self-heating is taken into account and when
it is neglected. The results are shown for the intrinsic intervalley optical phonons and for
the SPP1 (~ωSPP1

= 59.98 eV) for being the most meaningful for the observed differences.
In the case of intrinsic optical phonons –figure 3.10 (a) and (b)–, only small differences are
observed between the full model and the case in which SH is neglected, which evidences a
weak dependence of the intrinsic phonon population with the lattice temperature increase
due to Joule heating. However, due to the weak scattering activity, at small electric
fields (< 5 kV/cm), only phonons with short wavevectors become barely hotter than the
lattice. More specifically, since at low fields carrier distributions are close to equilibrium,
phonons can scatter only close to the Fermi energy, where there are both free carriers
and available states. This limits the phonon wavevectors involved in emission events
from a minimum of 2 |q| ≥ ων(q0)/vF , corresponding to a transition with no wavevector
reorientation, up to a maximum of |q| . [2εF − ~ων(q0)]/~vF , related to backscattering
transitions, as sketched in figure 3.11 (b). At electric fields stronger than 30 kV/cm
the phonon temperatures noticeably increase, overpassing significantly Tg and reaching
values around 4000 K. In this case, the out-of-equilibrium phonon population extends to
larger wavevector values, since the electron distribution spreads above the Fermi level
in a non-equilibrium situation. However, hottest phonon temperatures are found very
close to the minimum possible wavevector, ων(q0)/vF , as depicted in figure 3.11 (a).
This is because the available phase space shrinks with the wavevector length, while
transitions involving wavevectors close to this minimum are possible independently on
the initial electron kinetic energy. The high phonon population related to such elevated
temperatures provokes a strong directionality of the interaction characterized by the

1Here, we compute the phonon temperature by solving for the Bose-Einstein statistics at each q, so
Tν(q) = ~ων(q)/kB log[1 + nν(q)−1]. Then, Tν(q) is angularly averaged around the relevant symmetry
point q0 in order to obtain Tν(|q − q0|).

2Note that phonons are considered to be dispersionless in the model, so ων(q ≃ q0) ≃ ων(q0).
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preference of interactions involving these small |q| (weak carrier reorientation) mediated
by the hot phonon effect.

On the contrary, the phonon temperatures of the SPP1 mode, shown in figures 3.10 (c)
and (d), exhibit a stronger dependence on self-heating. At medium and high fields
(& 20 kV/cm), self-heating provokes an increase of the phonon temperature above that
provoked by the HP effect. As discussed in section 2.4.6, given the nature of carrier
and surface polar phonons coupling, this kind of scattering is highly anisotropic, with
preference for small angle transitions and therefore shorter wavevectors. For this reason,
the increase of phonon temperature over Tg in figure 3.10 (d) at long |q − q0| not as
prominent as in the intrinsic optical mode, where phonon emission dominates. The reason
why surface polar phonons are affected to a lesser extent by the HP effect in comparison
with intrinsic modes is that their relaxation time is one order of magnitude shorter;
therefore, SPP phonon relaxation and emission rates are comparable, so the out-of-
equilibrium population is not so prone to remain for so long time as in the intrinsic phonon
modes. Additionally, in the case of the SiO2 SPP1 mode, its small energy provokes
its phonon population is strongly responsive to changes in the substrate temperature,
rather than by its own scattering-induced phonon population growth: it is the lattice
temperature raise due to the Joule effect that mostly drives the increase of the SPP1

phonon population.
Therefore, since the HP effect is weaker for surface polar phonons, the influence of

self-heating becomes comparatively more critical than in the case of intrinsic phonons,
explaining why the overestimation of the emitted power is larger when self-heating is
disregarded. On the other hand, the isotropic nature of the TO-K/LO-Γ mode, slower
relaxation rate and larger phonon energy, makes it more affected by the HP effect, reach-
ing larger phonon temperatures up to short phonon wavelengths.

3.3 Ambipolar transport induced by interband
scattering

The strong short-range Coulomb coupling between charge carriers in graphene has been
proven to be of great relevance in electronic transport [135] and also in the thermaliza-
tion of transient relaxation processes after photoexcitation [205–207]. Among this sort
of interactions, we can differentiate between intraband –as depicted in figure 2.6– and
interband processes –figure 2.7–. The latter ones (i.e., impact ionization and Auger re-
combination) occur in the collinear limit, that is, when the two interacting carriers have
the same wavevector orientation, as described in section 2.4.3, and have been theorized
to be of great importance under photoexcitation conditions [208, 209], with substan-
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Figure 3.12: Simulated structure.

tial experimental evidence of the resulting carrier multiplication [139, 210]. Therefore,
such processes –particularly impact ionization– are expected to be of importance also
under strong stationary electric fields, in particular at low degenerate and highly ener-
getic (hot) carrier distributions. Its effect has already been investigated in the context of
graphene-based field-effect transistors [211], showing that electrons and holes created in
the channel due to a net generation rate arising from collinear interactions are responsi-
ble for the “up-kick” of the current characteristics at small gate potentials and moderate
drain biases. In the present study, also interband transitions assisted by intrinsic and
substrate phonons are included, as detailed in section section 2.3.7. The objective of
this subsection, is to investigate through a microscopic analysis how the contributions
of interband processes modulate the electric current across the graphene layer in a bulk
material framework and under steady electric field conditions.

The structure under study, presented in figure 3.12, consists of a graphene monolayer
sheet deposited on a thin (5 nm) layer that rests on top of a 210 nm thick SiO2 substrate
beneath which there is a 300 nm silicon wafer. This multilayer configuration is commonly
found in the literature [212, 213] and has been chosen so that the thin thickness of the top
dielectric layer minimizes its effects on the overall heat dissipation, that is accounted for in
the distributed thermal resistance model, as detailed in section 3.2. A comparative study
among different substrates, comprising some of the most commonly used in fabricated
samples (SiO2, SiC, h-BN, HfO2 and Al2O3) will be presented.

Many studies on graphene usually acknowledge constant carrier concentrations, set-
ting the drift velocity as the main figure of merit in the electronic transport [68, 147,
111, 70]. This hypothesis is true only under quasi-equilibrium conditions, such as in
the case low fields applied to extract mobilities. However, as we will see, due to the
action of interband mechanisms, the free carrier concentration would not remain con-
stant when an electric field of enough magnitude is applied. As a consequence, also a
significant population of minority carriers will be generated, which in turn can interact
with the majority ones and increase the heat production via phonon scattering, hence
degrading the overall carrier velocity. Due to the existence of non-fixed electron and hole
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Figure 3.13: (a) Total, (b) electron, and (c) hole components to the total sheet current
density in graphene on SiO2 as a function of the electric field when interband transitions are
enabled/disabled. Three Fermi energies are considered: 80, 120, 160 meV, corresponding to net
carrier densities at equilibrium n− p: 5 × 1011, 1012, and 2 × 1012 cm−2, respectively.

concentrations bound to interband transitions, it is recommendable to observe the sheet
current density, j = e(p⟨vh⟩ − n⟨ve⟩), as the main quantity of interest, where ⟨ve,h⟩ are
the drift velocities for electrons and holes, respectively. Additionally, in order to set a
framework for the comparison between the models including and neglecting interband
transitions, the net carrier density, n − p is considered to be fixed, and identified by
the Fermi energy, εF = sign(n − p)~vF

√
π|n− p|, being n and p the electron and hole

concentrations respectively. In the study, we set a doped carrier concentration such that
majority carriers will always be the electrons. Given the conduction and valence bands
structure symmetry at the relevant energies, the results apply also to a hole doping of
the same magnitude.

The current sheet densities obtained considering constant free carrier population and
including interband transitions are depicted in figure 3.13 (a) as a function of the electric
field for the case of graphene on SiO2 and different Fermi energies. When interband
processes are neglected in the model, the current density reaches a saturation value (with
even a slight negative differential conductance at very large fields) for fields & 5 kV/cm.
On the other hand, when phonon assisted and collinear interband transitions are included,
similar current values are obtained at small fields. However, starting from certain electric
fields that depend on the Fermi energy (for example, ∼2.5 and ∼4.5 kV/cm for εF =

80 and 160 meV respectively), the trend to saturate breaks and the current shows a
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quasi-linear increase, with a convergence of the values for all the Fermi energies under
consideration. This yields current densities more than 5 times larger than the ones
observed at the saturation level for the smallest Fermi energy at 20 kV/cm.

Let us now examine the individual contribution of electrons and holes to the sheet
current. It must be pointed out that if interband transitions are neglected, the minority
carrier density at 300 K is negligible, and so is their contribution to the current. Fig-
ure 3.13 (b) shows the component of the current due to the motion of electrons (majority
carriers) alone. The global trend is similar to the total current when interband transi-
tions are considered, with the only exception that the curves for the three Fermi energies
do not meet at strong fields within the studied range. Also, the slope of the mononotic
region is lower, so top values of electron sheet current are around half of the total in the
range under consideration. The minority (holes) component of the current is depicted
in figure 3.13 (c). This contribution smoothly takes off from a close-to-zero value to-
wards an almost linear trend. Likewise to the electron component, the contribution of
the interband transitions becomes more appreciable at stronger fields the larger is the
Fermi energy. Contrarily to the electron component, that is shifted due to the existence
of free carriers at low fields, the hole contribution is larger when the Fermi energy is
smaller, leading the total sheet current-field curves to overlap in the linear region. In
any case, it must be highlighted that the existence of a non-negligible hole current is the
clear signature of impact ionization. Although there seems to be a threshold field, it is
difficult to identify it, since the effect is very progressive.

Let us take a look at the excess electron and hole densities depicted in figure 3.14 (a)3.
Excess carrier concentration grows monotonically with the electric field, being larger as
the Fermi energy is smaller. Hole densities surpass the electron concentrations in equi-
librium at 5, 8, 15 kV/cm for each of the cases under consideration. For the strongest
electric field (20 kV/cm) and the smallest Fermi energy (80 meV), the majority carrier
concentration is more than 8 times larger than at equilibrium, thus leading to similar
electron and hole densities. On the other hand, for εF =160 meV the majority concentra-
tion shows a two-fold increase, much limited in comparison with the previous case. This
behavior is a consequence of degeneracy; as more carriers occupy electronic states due to
extrinsic doping, it becomes harder for possible new electron-hole pairs to find free states
that actually lie around small kinetic energies, and therefore impact ionization events
are blocked by the Pauli exclusion principle, even if there are more carriers at elevated
energies when εF is higher.

Now, we turn to analyze the velocity-field curves. Figure 3.14 (b) allows comparing

3In the present context, we define excess carriers as those free carriers that exist in a particular
steady state due to interband transitions. In other words, it is the difference between the electron and
hole densities in a particular steady state and in equilibrium, nex = n− n0 = p− p0.
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Figure 3.14: (a) Excess carrier density of electrons and holes (over the equilibrium concentra-
tions), (b) electron and (c) hole drift velocities in graphene on SiO2 as a function of the applied
electric field. The Fermi energies are the same as in figure 3.13.

the drift velocity of majority carriers including and ruling out interband transitions. At
very small fields, the drift velocity is similar in the two models, as expected. Without in-
terband contributions the typical increase of velocity towards saturation from a threshold
electric field behavior is found. This agrees with the behavior of the current density-field
curves described previously, since minority carrier contribution is negligible. Under the
presence of interband scattering drift velocities are reduced, except at very small fields.
Also, a maximum velocity appears, that is smaller and occurs at stronger electric fields
with increasing Fermi energies. Following this maximum, the electron ensemble presents
a trend to reach a similar drift velocity for fields larger than & 15 kV/cm, regardless of
the Fermi energy within the discussed examples. It must be reminded that in this elec-
tric field range, a lot of excess carriers are created, and the majority carrier densities are
very similar: degeneracy effects is critical to understand this reduction of the ensemble
velocity.

A comparable behavior of the hole drift velocity can be observed in figure 3.14 (c),
although in general this type of carriers travel faster due to a smaller degeneracy in
comparison to electrons. In any of the cases under consideration the increase of carriers by
far compensates the decrease of the drift velocity when the electric field rises. Therefore,
the current enhancement is the result of a big number of excess carriers even though the
increased degeneracy provokes a drop of the drift velocity.

Understanding the previous macroscopic and ensemble quantities requires an analysis
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Figure 3.15: Instantaneous rates of (a) electron-hole generation via Impact Ionization, in-
trinsic and SPP phonon absorption, and recombination via Auger processes, intrinsic and SPP
phonon emission, and (b) net total generation rates due to collinear collisions, intrinsic and
substrate phonons, and (c) instantaneous excess carrier density for graphene on SiO2, under the
action of a field of 10 kV/cm and a εF = 0.12 eV.

at a microscopic level, disentangling which mechanisms are responsible for such excess
populations, and to what extent. In the simulations, the electric field is applied to an
ensemble of carriers in equilibrium, and therefore the electronic system goes through a
transient until reaching a stationary state. In figure 3.15 (a) we show the instantaneous
generation and recombination rates for the interband mechanisms considered from the
instant when the electric field is switched on (t = 0) up to t = 20 ps, when the steady state
is achieved. During the first ∼ 80 fs there are barely any interband interactions provoking
any change in the carrier populations. Starting from this instant, new electron-hole pairs
start to be created due to impact ionization. This is associated to the time that it
takes to the system (under this particular electric field) to excite hot electrons that
trigger impact ionization events and to leave enough free small energy states to allow
new free electron-hole pairs to be created. Shortly after (∼ 200 fs) Auger recombination
starts recombining some of the excess carriers. With regard to phonon assisted interband
transitions, both emission and absorption rates are almost one order of magnitude smaller
than collinear processes. Also, generation and recombination events assisted by phonons
remain balanced practically until 0.5 ps, where emissions noticeable overtake absorptions.
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All these rates grow steadily up to 10 ps, when they start to saturate. Looking at the net
generation rates, depicted in figure 3.15 (b), collinear processes show a maximum between
0.4 ps to 0.5 ps, until the proportional increase of the weight of Auger recombination
events makes the net rate decrease. As for phonon assisted transitions, the net trend is
to recombine carriers, being slightly more relevant the remote phonon interactions from
the SiO2 substrate (SPPs). So, excess carriers appear due to impact ionization, being
the electron-hole pairs created by phonon-assisted absorption negligible, and the final
steady equilibrium is achieved by the Auger and phonon-assisted recombination.

Let us now gather more information about how are the electron-hole pairs are created
and annihilated due to carrier-carrier collinear scattering. Figure 3.16 shows the net
generation-recombination rate, τG(k) − τR(k) due to these interactions as a function
of the wavevector around the K and K’ symmetry points. Most electrons promoting
from valence to conduction band are created close to the Dirac points with a slight
displacement against the direction of transport. Away from this area, the generation rate
drops progressively. In the positive part for k∥ and close to k⊥ ∼ 0, it turns to negative
values, which indicates a prevalence of recombination processes in that region. Both
types of carriers tend to diminish their population where their occupation is maximum.
The generation-recombination rate for holes shows similar trend in comparison with that
of the majority carriers. In essence, impact ionization and Auger recombination leave
their signature according to the Pauli exclusion principle: carriers are generated where
there are available free states, and then recombine from the states that are more densely
occupied. According to this analysis, it has to be noted that collinear processes in the
presence of an electric field show a directional preference to create carriers with group
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Figure 3.16: Net generation due to interband collinear Coulomb interactions of (a) electrons
and (b) holes in the reciprocal space around the K and K’ symmetry points up to energies of
∼ 0.2 eV in graphene on SiO2 with an applied field of 10 kV/cm and εF = 0.12 eV.
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velocity against the direction of transport, and to recombine electron-hole pairs whose
velocity contributes to the electronic transport according to the orientation of the applied
field.

Now that it is clear that the leading role in the enhancement of the sheet current
density is taken by the concentration of free carriers, we turn to analyze the impact
that the underlying substrates may have in this quantity. Figure 3.17 (a) depicts the
excess carrier density as a function of the Fermi energies for various substrates. It can
be observed that the higher the Fermi energy is, the fewer carriers can be promoted to
conduction states, due to the increased degeneracy at low energies. Graphene on silicon
carbide would be the case where more carriers are allowed to be created, followed by
graphene on boron nitride and on SiO2. When graphene lies on HfO2 and on Al2O3 the
excess population scores in much smaller figures. Given the Coulomb nature of the impact
ionization and Auger processes, they are affected by the background screening provided
by the surrounding environment, –i.e., the substrate–. According to this, the small excess
density observed in graphene on Al2O3 and HfO2 could be explained by their large
dielectric constant. However, the screening factor fails to quantitatively fully address the
differences found in the excess carrier densities, , so we must look at the SPPs, which must
play a role as well. Since the amount of generated carriers are conditioned by the available
free states, the carrier cooling power due to SPP scattering is the key factor. This can be
understood as the ability of these mechanisms to effectively reduce the carrier energy, by
means of reiterative attempts to absorb their ~ωSPP from the electron or hole via carrier-
phonon scattering, thus taking them towards lower energy states. A higher cooling power
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Figure 3.17: Excess carriers as a function of the Fermi level for (a) graphene on different
substrates, and (b) for graphene on SiO2 and different leves of impurities and defects (nimp =0,
2 × 1011, 5 × 1011, 1012, and 2 × 1012 cm−2; αdef = 0, 0.03, 0.05, 0.07, and 0.1 eV nm, respec-
tively). The applied electric field is 8 kV/cm for all the cases.
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Figure 3.18: Graphene temperature predicted by the distributed thermal resistance model at
three different electric fields as a function of the Fermi level, including and neglecting interband
transitions.

provokes a carrier distribution more degenerated at smaller energies, allowing for fewer
impact ionization transitions, which directly correlates with the observed excess carriers.
By approximating this “cooling power” concept as ~ωSPP(Γ+SPP − Γ−SPP), Al2O3 tops,
followed in order by HfO2, SiO2, h-BN and SiC.

The same principle applies when other kinds of extrinsic scattering sources come into
play. Figure 3.17 (b) shows the concentration of excess carriers with different levels
of impurities and crystalline defects. These interactions are elastic, and therefore do
not effectively reduce the carrier energy. In this case, the degeneracy attained near the
Dirac point that blocks the interband transitions occurs by means of successive carrier
wavevector reorientation due to elastic collisions and the continuous drag from the electric
field. As a consequence, it can be seen that there is an inverse relation of excess carriers
and impurity/defect concentrations.

Finally, we want to stress the influence on lattice temperature of the elevated carrier
densities that are achieved due to impact ionization. Since more carriers are free to move
and scatter with inelastic phonons, this implies more heat generation. In figure 3.18,
the temperature in the graphene layer as a function of the Fermi energy is compared for
three different electric fields. It can be appreciated how when interband transitions are
considered an almost constant temperature is achieved. This happens as a consequence
of a steady-state power dissipation rate, resulting from the balance between electric field
induced carrier heating, the relaxation due to scattering, and the number of carriers.
It is only at very elevated Fermi levels when there is a deviation from this flat trend,
corresponding to the Fermi energy at which there is so much degeneracy close to the
Dirac point that impact ionization is mostly forbidden, and therefore the amount of free
carriers present in the graphene layer is entirely controlled by the extrinsic doping.
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Chapter summary

Influence of defects and impurities in mobility

The dependence of graphene electronic mobility with the carrier density in graphene
on h-BN and SiO2 has been validated against experimental data in the literature. A
very good agreement is obtained between the ensemble Monte Carlo and experimental
measurements by considering impurities and defects that exist on the fabricated samples.
Also, the influence of the onset of scattering sources has been extended to the high-field
regime. The resulting data was employed in a drift-diffusion device model by means
of compact parametric descriptions of the velocity-field curves, allowing to analyze the
performance and stability of graphene based field-effect transistors and their dependence
on the quality of graphene.

Hot phonons and Joule heating in high-field transport

We analyzed two of the effects that result from high-field transport: Joule heating and
hot phonons. Drift velocity is penalized to a higher extent due to the appearance of
an out-of-equilibrium phonon population as compared to the heating of the graphene
channel. However, considering both effects simultaneously suppose further reduction of
high-field velocity. Since both phenomena are a result of the same scattering processes
with phonons, we observed and quantified their interplay. Disregarding hot phonons
can lead to an overestimation of the calculated dissipated power, and hence steady state
graphene temperature, of more than a 20% depending on the carrier density and electric
field. Even though the consideration of hot phonons was found to be more significant to
correctly model the transport characteristics, not including self-heating causes a wrong
description of the phonon population density of the less energetic modes (especially the
lowest energy SiO2 surface optical phonon), leading to a scattering activity in which
phonon absorption of long wavevectors is underrepresented.

Ambipolar transport induced by interband scattering

A parameter-free modeling approach of impact ionization and Auger recombination has
been developed for the first time in a semi-classical Monte Carlo model of graphene.
Also, the phonon-assisted recombination pathway result of the gapless graphene band
structure were included. Sheet electric current density is enhanced by the rise of electron
and hole densities resulting from impact ionization, showing a linear trend at high electric
fields regardless of the externally imposed Fermi energy. The appearance of a minority
carrier density reveals a soft and progressive activity of impact ionization, which is more
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noticeable as the extrinsic carrier density is reduced. Impact ionization is basically en-
abled by the reduction of carrier population close to the Dirac points as a result of carrier
heating. This effect is reduced by extrinsic scattering sources like impurities and defects,
that lead to less energetic carrier distributions . Differences between different support-
ing dielectrics have been observed, attributed mainly to their carrier cooling power of
the SPP scattering, and also due to increased screening of Coulomb interactions, which
damps impact ionization. The analysis of the temperature revealed that the dissipated
power becomes a function of the electric field at low extrinsic carrier doping.
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In this chapter we will study some of the phenomena related to fluctuations associated
to the electronic transport in graphene at the material level. In the context of this work,
we refer to fluctuations of a particular quantity as its continuous change with respect
to a mean value. More specifically, fluctuations are related to the variations in time
of quantities relevant to the carrier motion. The stochastic nature of the Monte Carlo
method makes it an ideal tool to study this kind of phenomena, since fluctuations in the
model are intrinsic to the treatment of transport as the motion of a large ensemble of
traveling particles that obey probabilistic rules.

Graphene’s most promising applications in the field of electronics are those in which
the absence of a bandgap is not a drawback, so the devices can benefit from the excel-
lent electronic transport properties of this material [214]. In particular, graphene-based
field effect transistors (GFETs) have been proposed as very appealing candidates for
developing new devices aimed for high frequency analog applications [215, 216]. Cut-
off frequencies over 300 and 427 GHz have been reported for experimental devices, with
values reaching the THz range projected by static measurements and simulations [217,
218, 46, 219]. However, in this context, the practical feasibility of future applications
based on graphene analog technology will be determined not only by their operation
frequencies, but also and specially, by the noise properties intrinsic to this material and
their influence on the device performance. Low-frequency noise has been studied by sev-
eral authors in monolayer graphene [220, 221] and GFETs [222–224]. Recently, it has
been also shown the influence of the substrate on the 1/f noise in a GFET, evidencing
low-frequency noise redution in the case of h-BN-graphene-h-BN GFETs as compared to
that in non-encapsulated graphene devices on Si/SiO2, due to h-BN capping and barrier
layers. h-BN also produces strong positive effect on mobility in graphene channel, find-
ing values in the range 30 000 cm2V−1s−1 to 36 000 cm2V−1s−1 [225]. Concerning the
high-frequency noise performance, some works have dealt with this subject in graphene
devices (see, e.g. [226–228]). In the microwave frequency range (a usual range for am-
plifiers) thermal noise has been shown to be dominant in GFETs [228]. Within this
context, a deep understanding of the frequency-dependent noise properties of graphene
at the bulk material level seems timely.

Along this chapter, we will analyze fluctuations in several conditions, employing ap-
propriate tools for each of them. In section 4.1 we will study the noise power introduced
by intrinsic sources by extracting the carrier differential mobility and diffusivity, which
allows obtaining the frequency-dependent noise temperature. Section 4.2 will cover the
analysis of fluctuations during abrupt changes of the applied field. Finally, in section 4.3
the capability of harmonic generation will be explored, with special emphasis on their
masking due to the noise intrinsic to the diffusive regime and its implications for the
detection of such harmonics.
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4.1 Noise temperature
The noise temperature [229] is an interesting parameter for characterizing experimen-
tally and theoretically, the thermal noise behavior of materials and devices, including
also GFETs [230, 228]. This way, a link can be established between the local noise
sources and the macroscopic noise performance of the devices. The noise temperature
has been successfully employed for the study of noise in traditional semiconductors at the
material level, e.g. in Si, GaAs, GaN, InN [231–233], etc. Such studies have evidenced the
importance of a deep understanding of the differential mobility, power spectral density
of current fluctuations (diffusion coefficient) and noise temperature, and their spectra,
to examine the high frequency noise behavior of these materials. The frequency depen-
dent noise temperature is related to the maximum fluctuating power per unit bandwidth
displayed to an output circuit [231]. It provides additional information about the high-
frequency performance, combining noise and dynamic properties of the system [231].
Numerical simulation tools, in particular the Monte Carlo method, have proved its suit-
ability to achieve this goal [234]. In the case of graphene, some considerations must be
taken into account.

Let us consider a graphene sheet with dimensions L×W (with L in the x direction)
and a carrier density n, with two contacts at the ends (i.e., x = 0 and x = L). The
power spectral density of the current fluctuations generated by a single carrier is given
by: [235]

S∆i(f) =
e2

L2
S∆vx(f) = 4

e2

L2
D(f), (4.1)

being S∆vx(f) the power spectral density of velocity fluctuations, that is related to the
diffusion coefficient D(f) through the Wiener-Kintchine theorem [234]:

D(f) ≃ Dδvx
(f) =

1

4
Sδvx

(f) =
1

4

∫ a

0

Cδvx
(t) exp(−2πıft) dt, (4.2)

with Cδv being the correlation function of the velocity fluctuations, which reads

Cδvx
(t) = ⟨δvi,x(t′)δvi,x(t′ + t)⟩ , (4.3)

being δvi,x(t), the velocity fluctuation (in the x direction) of a particle i at an instant t:
δvi,x = vi,x(t)− ⟨vi,x(t)⟩. The total number of carriers is N = nWL. In non-degenerate
systems, the contributions each carrier therefore is [235]:

S∆I(f) = NS∆i(f) = nWLS∆i(f) = 4
e2nW

L
D(f), (4.4)

with I(t) being the total current. In the case of graphene the system is degenerate, so
the electrons are no longer independent, the ratio ∆ ⟨N⟩2/ ⟨N⟩, where ∆ ⟨N⟩2 is the
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variance of the number of carriers and ⟨N⟩ is the average total number, must be taken
into account in equation (4.4), so one gets:

S∆I(f) =
4e2nW

L
D(f)

∆ ⟨N⟩2

⟨N⟩
. (4.5)

From statistical mechanics [235, 236], this ratio ∆ ⟨N⟩2/ ⟨N⟩ can be expressed as:

∆ ⟨N⟩2

⟨N⟩
=

kBTc

n

∂n

∂εF
, (4.6)

with εF being the Fermi level, kB the Boltzmann constant and Tc the system temperature.
Considering equation (2.86a), and defining η = ε/kBTc, we get:

∆ ⟨N⟩2

⟨N⟩
=

∫ ∞

0

η
exp(η − ηF )

[1 + exp(η − ηF )]
2 dη∫ ∞

0

η

1 + exp(η − ηF )
dη

, (4.7)

so one gets:

S∆I(f) = 4
e2nW

L
D(f)

∫ ∞

0

η
exp(η − ηF )

[1 + exp(η − ηF )]
2 dη∫ ∞

0

η

1 + exp(η − ηF )
dη

. (4.8)

The power spectral density of current fluctuations can be obtained as [237, 235]:

S∆I(f) = 4kBTn(f)ℜ[Y (f)]p(f), (4.9)

where ℜ[Y (f)] is the real part of the complex admittance –Y (f) = enWµdif(f)/L–,
µdif(f) is the real part of the differential mobility, Tn the noise temperature [237] and
p(f) is the quantum correction factor for thermal noise [235]:

p(f) =
hf/2kBTc

tanh(hf/2kBTc)
. (4.10)

The frequency-dependent generalized Einstein relation in graphene is therefore:

Tn(f) =
eD(f)

kBµdif(f)p(f)

∫ ∞

0

η
exp(η − ηF )

[1 + exp(η − ηF )]
2 dη∫ ∞

0

η

1 + exp(η − ηF )
dη

. (4.11)

We turn now to explain how to obtain from the EMC simulator the quantities needed
to determine the noise temperature: the diffusion coefficient and differential mobility,
each of which require a different procedure. The diffusion coefficient is calculated through
the Fourier analysis of instantaneous velocity fluctuations, that provides the power spec-
tral density and, according to equation (4.3), D(f). Degeneracy implies considering two
sets of particles as described in [238]: the background carriers, that represent the standard
carrier concentration and obey the non-linear BTE, and the excess carrier population that
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Figure 4.1: (a) Instantaneous drift velocity of carriers in the P (red lines) and M (green lines)
ensembles for various values of the electric field, 0.4, 1, 2 and 10 kV/cm, and (b) instantaneous
response function Kv(t). The graphene layer is placed on top of a SiO2 substrate. A small
perturbation to carrier momentum (10% of the average value) has been applied.

evolves according to the linearized BTE [239] and must fulfill some requirements. First,
it has to be small enough to represent a small perturbation of the system (∼ 10% of the
background particles), and secondly, it must not interfere in the background population
dynamics. This is achieved by means of an exchange mechanism [239] that couples the
two populations adequately. This methodology has already been successfully applied to
the case of suspended graphene and graphene on a substrate [240, 150].

The frequency-dependent differential mobility is obtained by using the method de-
scribed by Price [241]. It consists on studying the time evolution of two separate halves
of the excess carrier population, P and M. After having the system reached the station-
ary state, at a given time t0, particles in the P set increase their individual momentum
pi by a small amount δp, and carriers in the M set decrease it by the same amount.
Afterwards all carriers are allowed to return to the stationary condition while the time
evolution for the velocity of each half is recorded This way, one gets the response function
Kv as [241]:

Kv(t) =
e

2|δq| (⟨vi⟩P − ⟨vi⟩M) . (4.12)

Finally, the frequency-dependent differential mobility is given by

µdif(f) =

∫ ∞

0

Kv(t) exp(−ıπft) dt . (4.13)

Figure 4.1 (a) shows the drift velocity evolution of the P and M sets for graphene
on SiO2 for different values of the stationary applied field (0.4, 1, 2 and 10 kV/cm)
and a background carrier concentration fixed at 1012 cm−2. The system returns to the
stationary situation very quickly, with this transient becoming shorter as the applied
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Figure 4.2: Real (a) and imaginary (b) parts of the differential mobility as a function of
frequency, for several electric fields applied, in graphene on SiO2.

electric field is stronger. A crossover of the mean velocities of the two sets appears
at around ∼2 ps for 0.4 kV/cm, ∼1 ps for 1 kV/cm, ∼0.5 ps for 2 kV/cm and ∼200 fs for
10 kV/cm, after which the M set shows slightly larger velocities than the P set for a short
time. The linear response coefficient, Kv shown in figure 4.1 (b), follows a progressive
decay, result of the trend of two sets of particles to achieve the stationary, that is, reaching
the same drift velocity. Kv reaches negative values at times determined by the M and
P velocity crossovers.

Once that Kv is determined, the differential mobility µdif(f) is obtained with equa-
tion (4.13), as previously discussed. The results are shown in figure 4.2. The real part
remains practically constant at the lowest sampled frequencies (108 Hz to 1010 Hz). This
ranges to different spectra depending on the electric field. At low fields, µdif(f) has a
Lorentzian shape, with the constant low-frequency mobility kept from hundreds of GHz
to the THz range. A bump appears at strong fields, becoming more evident as the field is
increased. This is a consequence of a larger negative part of the Kv at very short times.
This negative response has its origin in the decoupling of velocity and energy relaxation
[232, 231]. The imaginary part of the mobility is related to a reactive contribution to the
material conductance [232]. It shows negligible values at low frequencies and a maximum
at the corner frequency of the real part for low applied fields. Experimental measure-
ments have shown a Drude-Smith frequency dependence for ℑ[µdif(f)] in graphene [242],
which is consistent with the present results.

The diffusion coefficient as a function of frequency for several electric fields is pre-
sented in figure 4.3 (a). It has a Lorentzian shape: the low-frequency value is reduced
as the applied field is increased, and the corner frequency reaches higher frequencies for
higher fields. This higher corner frequency is related to the loss of velocity correlation,
that appears sooner as the applied electric field is stronger, as a consequence of more

72



4.1. NOISE TEMPERATURE

10−2

10−1

10−1 100 101 102 103

E (kV/cm)

10−1

100

101

10−1 100 101 102 103

D
(1

04
cm

2 /
s)

f (GHz)

0.4
1
2

4
6
1010−2

10−1

10−1 100 101 102 103

(a)

T
n

(1
03

K
)

f (GHz)

10−1

100

101

10−1 100 101 102 103

(b)

Figure 4.3: Diffusion coefficient (a) and noise temperature (b) as a function of frequency for
several electric fields applied, in graphene on SiO2.

intense scattering activity, particularly for optical phonons and remote polar phonons
from the substrate [150]. The diffusion coefficient is reduced as the applied electric field
is larger, due to the faster loss of velocity correlation induced by the growing scattering
activity of increasingly energetic carrier profiles.

Once that the frequency-dependent mobility and diffusion coefficient are determined,
the noise temperature can be directly obtained from equation (4.11). Their results are
shown in figure 4.3 (b). The noise temperature shows a monotonic trend to increase with
the electric field. This comes as consequence of the ratio between D(f) and µdif(f); both
quantities are reduced as the electric field is higher. However, the differential mobility
drop with increasing E is more abrupt. In other words, the alterations in the dynamic
behavior of perturbed carriers makes the noise originated by fluctuations (diffusion co-
efficient) be more amplified as the electric field grows. At low frequencies and electric
fields, the noise temperature remains close to the equilibrium value (290 K) and rises sig-
nificantly up to 104 K when the electric field is increased. At high frequencies close to the
THz range the noise temperature experiences a progressive reduction that is driven by
the drop in the diffusivity. This behavior is similar to that of Si, GaAs and semiconduc-
tor nitrides [231–233]. It cannot be understood in terms of a Lorentzian function based
on physical parameters; in traditional semiconductors comparable curves have been in-
terpreted in terms of complex analytical expressions derived from the linearization of the
BTE [231, 232].

The substrate type has an important influence on Tn, as it can be observed in fig-
ure 4.4, particularly regarding the low-frequency value of this quantity, where three dif-
ferent structures were considered: graphene on SiO2, graphene on h-BN and suspended
graphene. At weak fields Tn is close to the ambient temperature in all cases. Then it
grows with the electric field with a greater intensity in the case o suspended graphene,
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Figure 4.4: Low-frequency (0.1 GHz) noise temperature as a function of the applied electric
field for graphene on SiO2, graphene on h-BN and suspended graphene.

followed by graphene on h-BN. These results lie in the same order of magnitude as those
observed in GaAs [231]. This difference is a result of the faster drop in the differen-
tial mobility, being more evident in suspended graphene and graphene on h-BN due to
a more pronounced negative differential conductivity in the velocity-field curves [150].
In the case of suspended graphene this drop in the differential mobility is related to a
more intense optical phonon activity, that strongly reorients the electron wavevector and
translates into a reduction of the average velocity for a given applied field. In the case of
graphene on SiO2, SPPs dominate and provoke a reduction of the carrier energy with-
out such a big velocity and wavevector reorientation in comparison with intrinsic optical
phonons, leading to a not so severe reduction of the differential mobility. In the case of
graphene on h-BN its intermediate situation is explained by its higher SPP energies, that
appease the influence of this type of scattering. At strong fields, the onset of negative
differential mobility makes Tn reach also negative values, and consequently it could not
be defined according to equation (4.11), as in the case of III-V diodes [243]. In suspended
graphene this condition is reached at lower fields than in graphene on substrates.

To analyze the frequency dependence of Tn we choose an intermediate field (1 kV/cm),
for which the noise temperature is defined in all cases, as plotted in figure 4.5 (b). The
corner frequency is smaller for suspended graphene, and has the largest value for graphene
on SiO2. This is due, firstly, to a smaller corner frequency in the power spectral density
of velocity fluctuations [150] (and therefore also in the diffusivity), and secondly, to
the larger comparative increase of the mobility in suspended graphene –figure 4.5 (a)–,
consequence of a faster free carrier response to a linear perturbation, providing Kv ranges
with negative values.

Reggiani et al. have related the noise temperature to the output power emitted by a
sample as a consequence of the electromagnetic radiation produced by carriers in their
microscopic movement composed of free flights under the accelerating field and scattering
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Figure 4.5: Real part of the differential mobility (a) and noise temperature (b) as a function
of frequency for graphene on SiO2, graphene on h-BN and suspended graphene. The applied
electric field is 1 kV/cm.

interactions. Bearing this in mind, it can be concluded that the emitted noise power at
low frequencies is much less for graphene on SiO2 than in other cases. At high frequen-
cies, the differences between graphene on h-BN and suspended graphene are reduced,
providing a similar noise power.

4.2 Fluctuations under switching field conditions
In most analog and digital electronic applications, the motion of carriers inside the con-
ducting channel are subjected to the variation in time of the electric fields originated
by the switching potentials that are applied to their terminals. In this section, a study
on velocity fluctuations of charge transport in MLG will be presented with particular
focus on the transient regimes originated by switching conditions. This will be modeled
by means of abrupt changes of the electric field magnitude: from low to high values
and vice versa. Such analysis allows to quantify the noise and to know its microscopic
origin, which is of interest for practical applications where switching field conditions are
relevant.

As previously seen in section 4.1, the velocity correlation function [240] is one of the
most basic tools to study velocity fluctuations. However, the correlation function defined
in equation (4.3) describes fluctuation related to a fixed time. While this is enough
for the study of stationary regimes, the study of transient situations under switching
conditions requires the use a two-time (or transient) autocorrelation. This means that
the correlation of velocity fluctuations at a particular instant depends on the history of
instantaneous fluctuations during the transient time span. It is defined as [244]:

Cδv(t, τ) = ⟨δvi(t)δvi(t− τ)⟩, (4.14)
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where t and t − τ are the instants for which the correlation is calculated, vi(t) is the
velocity on the direction of interest of a given particle, i, at the instant t. The different
contributions to the velocity fluctuations are considered [245]:

δv(t) = ⟨δvεi(t) + δvi,k(t)⟩ , (4.15)

where the first term of the right hand side of the equation is the so called convective
contribution and it is associated with the fluctuations of the electron energy , being
δvε(t) = vε(t) − ⟨v(t)⟩, and vε(t) the average velocity of the particles with an energy
between ε and εi + ∆ε at an instant t. The second term of equation (4.15) is the
thermal contribution, δvi,k(t) = vi(t)− vεi(t), and it is associated with the fluctuations
of the electron momentum. Also, two more terms could be regarded: The first one is
associated to the intervalley transitions; however, as discussed in section 2.4.1, K and
K′ are considered to be degenerate, and since they are equivalent in terms of electronic
transport, i.e., valley drift velocity, its contribution would be null. The last one is related
to the change in the number of carriers. Nevertheless, no interband transitions were
considered in this transient analysis. From these considerations, the autocorrelation
function matrix reads:

Cδv(t, τ) =

[
Cδv,εε(t, τ) Cδv,εk(t, τ)

Cδv,kε(t, τ) Cδv,kk(t, τ)

]

=

[
⟨δvεi(t)δvεi(t− τ)⟩ ⟨δvεi(t)δvi,k(t− τ)⟩
⟨δvi,k(t)δvεi(t− τ)⟩ ⟨δvi,k(t)δvi,k(t− τ)⟩

]
,

(4.16)

with Cδv,εε and Cδv,kk being the convective and thermal terms respectively. The analysis
is completed with the transient power spectral density (TPSD), described as [246]

Sδv(t, f) =
1

t− t0

〈∣∣∣∣∫ t

t0

δv(τ) exp[2πıf(τ − t0)] dτ

∣∣∣∣2
〉
, (4.17)

where t0 is the instant when the electric field is switched. For most practical applications,
graphene is used lying on top of a substrate. Therefore, besides suspended graphene, the
velocity fluctuations of graphene on two different substrates (SiO2 and h-BN) are also
analyzed.

First of all, it is important to stress that the impurity density and the defect pa-
rameters are adjusted so that the mobility for graphene on SiO2 as a function of the
carrier density reproduces the experimental results in [110] as it was previously done in
section 3.1. According to this, figures 4.6 (a), (c), and (e) show the drift velocity, average
energy and mean wavevector as a function of the electric field for suspended graphene,
graphene on h-BN and on SiO2 substrates, where the same impurity density and defect
parameter is kept for the three structures. The electric fields for the study of switching
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Figure 4.6: Ensemble averages as a function of the applied electric field of (a) drift velocity in
the field direction, (c) energy, and (e) wavevector in the direction of the electric field. Crossing
with the dashed vertical lines determine the average values at low field (0.1 kV/cm) and high
field (10 kV/cm). Instantaneous ensemble averages as a function of the time switching from
both high-to-low and from low-to-high field of (b) drift velocity in the direction of the electric
field, (d) energy, and (f) wavevector in the field direction.

conditions have been chosen so that under the application of the low field, Elow, the aver-
age drift velocity low but still noticeable, and a high field, Ehigh, for which the ensemble
velocity is around 10 times larger than that for the low field. They are indicated in
the figure with dashed vertical lines. Transients for the electric field switching from the
low-to-high values, as well as from high-to-low will be studied. It is remarkable that the
ensemble velocities of graphene on SiO2 and h-BN substrates are noticeably larger than
for suspended graphene. This is mainly due to the effect of the scattering with SPPs,
that reduce carrier energy with moderate wavevector (velocity) reorientation [150]. It
has to be noted that as a result of the constant velocity (vF ) at which electrons travel in
MLG at small energies, velocity fluctuations are restricted [240] to the range [−2vF , 2vF ].
Velocity relaxation through scattering mechanisms depends only on the momentum re-
orientation (and not on the kinetic energy) which it is strongly affected by the scattering
mechanisms anisotropy.
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Figure 4.7: Density plots of the distribution functions in momentum space for the low-to-high
field transient at different intervals t−t0: (a) 0 (low-field stationary state), (b) 100, and (c) 300 fs
of graphene on SiO2. The white solid circles represent the average thermal energy centered at
the average wavevector for the given situation, while the dotted ones show for comparison the
circles of the previous situation.

Figures 4.6 (b), (d), and (f) depict the transient drift velocity in the direction of the
applied field, momentum and the energy averaged over the ensemble. In the low-to-high
field transient in the three cases under consideration we can observe a velocity overshoot
peaking at around ∼100 fs before reaching the stationary value. However, regarding
the parallel wavevector, it reaches its maximum at around ∼200 fs and stays steady
thereafter. On the other hand, the average energy presents a slower evolution than

〈
v∥
〉

and
〈
k∥
〉

and marks out the time lapse of the transients, that is 0.6 ps for graphene on
substrates and over 1.2 ps for suspended graphene. This transient is dominated by an
initial strong drift by the high electric field, that pushes the electron distribution against
its direction in momentum space, originating a monotonous increase of the mean energy
as seen through the evolution from the steady state for the low-field –figure 4.7 (a)–
towards 100 fs after the application of the high-field –figure 4.7 (b) to (c)–. Afterwards,
the distribution increases its electronic temperature, i.e., it tends to spread, but remaining
displaced from the Dirac point, resulting in a steady value of the averaged momentum
but a reduction of the ensemble velocity, together with an energy increase –figure 4.7 (c)–.

In the second case –the high-to-low field transient–, the parallel velocity and wavevec-
tor evolve with a similar trend, arriving to a stationary value at 200 ps, while the energy
decay is slower. Again, suspended graphene presents the longest transient time. Here,
the dynamics of the ensemble happens in a similar way. First, the hot momentum dis-
placed distribution gets closer to the Dirac point in the absence of a high electric field,
and then it cools down. In this case, the slower evolution of ⟨ε⟩ in comparison with
the averaged velocity and wavevector is directly related to inelastic mechanisms, being
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Figure 4.8: Low-to-high field transient (a) autocorrelation function, and (b) power spectral
density of the velocity fluctuations for graphene on SiO2 at different instants. The considered
components of the autocorrelation function at t− t0: (c) 50, (d) 150, and (e) 250 fs, as described
in equations (4.15) and (4.16)

suspended graphene where carriers relax on a lower pace due to the absence of substrate
SPPs. In contrast to the previous case, this transient is more heavily ruled by the effect
of the scattering mechanisms that lead the system to a stationary state of equilibrium,
since the low-field steady state is fairly close to it.

Let us now focus on the graphene on SiO2 configuration. In figure 4.8 (a) we plot
the transient autocorrelation function for various instants after the application of a
low-to-high step in the electric field. At the earliest instants (t − t0 = 15 and 50 fs),
the initial value of the autocorrelation decreases as the ensemble velocity grows. Also,
a progressive steepening of the initial slope and a minimum at around 140 fs, with a
negative value for Cδv can be seen. Both phenomena are a consequence of the increasing
scattering activity that takes place as the electric field makes the carrier distribution
more energetic and shifted in momentum space. In this situation, hot carriers would
mostly move with a higher velocity than the ensemble average (positive velocity fluctu-
ation) and are due to be backscattered with TO-K/LO-Γ or TA/LA-K phonons, with
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Figure 4.9: High-to-low field transient (a) autocorrelation function, and (b) transient power
spectral density of the velocity fluctuations for graphene on SiO2 at different instants.

a resulting velocity after the collision lower than the ensemble average, presenting now
a negative velocity fluctuation. On the other hand, cold carriers would have a velocity
lower than the ensemble average (negative velocity fluctuation) and because of the drift
of the electric field, they gain velocity and may end having a positive velocity fluctua-
tion before suffering the same process described above. Both processes for hot and cold
carriers result in a change of the sign of the velocity fluctuations, originating the increas-
ingly faster decay and the negative part of the autocorrelation function. For longer times
(t− t0 = 250 fs to 600 fs), the value of the minimum moderates, and the autocorrelation
function mostly approaches that of the stationary situation for E = Ehigh = 10 kV/cm.
The results of the different components of the total velocity autocorrelation function,
shown in figures 4.8 (c), (d), and (e), indicate that the thermal contribution, related to
momentum fluctuations, is the dominant one. However, for this transient, the convective
contribution (related to the energy fluctuation), although relatively low, is not negligible.
This convective term appears as a direct consequence of an initial temporary appearance
of a positive fluctuation of newly occupied energy levels, happening concurrently with
the velocity overshoot. In figure 4.8 (b), the transient power spectral density (TPSD)
provides information about the velocity fluctuation phenomena in the frequency domain.
The TPSD grows with a Lorentzian-like shape up to 150 fs. From that moment a maxi-
mum starts to appear at 2.5 THz and the low-frequency values start to drop. The values
of the spectral density decrease until reaching the stationary behavior corresponding to
the steady state of the final electric field. This is revealed by the constant TPSD at
longer times, which in this particular case are & 300 fs, as it will be seen later.

Figures 4.9 (a) and (b) allow examining the second scenario (high-to-low field tran-
sient). Here, the autocorrelation function evolves by reducing its slope as time passes,
which indicates that the velocity fluctuations change their sign less frequently as the tran-
sient evolves. Microscopically, it can be explained by the quick transition from a carrier
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Figure 4.10: Temporal evolution of (a) and (c) the correlation of the velocity fluctuations
between times t and t0 (τ = t− t0), and (b) and (d) the low-frequency transient power spectral
density at low frequenciy (100 GHz), and at the frequency where the maximum TPSD occurs
(ωmax) for the (a)-(b) low-to-high, and (c)-(d) high-to-low field transients.

distribution where energetic carriers are highly oriented and backscattering (strong neg-
ative fluctuation) is strongly favored, towards an almost isotropic distribution. Zero
crossing occurs at longer times after the field switching than in the low-to-high transient,
and is displaced towards larger τ as the transient evolves. A minimum is achieved at
long times (around ∼1.5 ps), standing out the reduced scattering activity relocating the
particle velocity once the steady state for the low field conditions has been achieved. In
this case, the convective term is negligible, meaning that there is not a noticeable change
of the averaged carrier velocities in the different energy levels, and only the wavevector
reorientation is playing a role in this transient. Finally, the TPSD reveals that the power
dissipated due to velocity fluctuations is larger at low frequencies, and even the tail pro-
gressively diminishes and shifts towards smaller frequencies, which is attributed to the
decrease of scattering activity in the low-field steady state.

Finally, a brief comparative analysis between the three configurations (suspended
graphene, graphene on SiO2 and graphene on h-BN) is provided. Suspended graphene
showed the fastest response to the electric field shift with regard to the parallel velocity
and momentum –figures 4.6 (b) and (f)–, but the slowest for the average carrier energy
–figure 4.6 (d)–. In the graphene on h-BN and SiO2 cases the trends are very due to
their mutual resemblance of SPP interactions and background permittivity. On the other
hand, in suspended graphene this interaction with remote polar phonons does not exist
and the reduced screening enhances the interaction with impurities, which are dominant
for the nimp considered. Figure 4.10 (a) shows the evolution of the autocorrelation of
velocity fluctuations at a time t and the initial conditions (τ = t− t0). In the low-to-high
transient, the correlation is lost at shorter times in suspended graphene, followed by
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graphene on SiO2 and on h-BN. The minimum is reached at 125 fs, while for graphene
on SiO2 and h-BN is at 140 fs and 150 fs respectively. Also, the shorter the time at which
the minimum is reached, the more negative is its value. In figure 4.10 (b) the evolution
of the TPSD at low frequencies (10 GHz, darker lines) and its maximum value (lighter
line) is shown. Both curves coincide until the appearance of the maximum in the power
spectral density, that locates at frequencies of ∼2.2 THz for graphene on h-BN, ∼2.4 THz
for graphene on SiO2 and ∼2.8 THz for suspended graphene. The low-frequency power
spectral density evolution shows similar trends for the three cases: a fast initial rise until
reaching a maximum, followed by a smooth drop and its stabilization towards the value
of the high field steady state. With regard to the high-to-low field transient, although
the initial correlation is higher for suspended graphene, it presents a faster decay of the
velocity correlation. As it concerns the low-frequency power spectral density, for the
three cases, it grows until saturation for times longer than 2 ps.

In comparison with III-V semiconductors [246] a similar qualitative behavior of the
TPSD is observed in the low-to-high and high-to-low transients. In the low-to-high field
switch, GaAs and InP feature a displacement of the peak of the TPSD towards lower
frequencies as the transient evolves. This feature is not as noticeable in the graphene
case presented here. Besides, such peak appears in graphene above 2 THz, while in
GaAs and InP is below 1 THz. The spectral density in this case shows smaller values
in graphene in comparison with GaAs and InP due to a quick drop of the correlation
of velocity fluctuations. As it regards the high-to-low transient, the stationary power
spectral density of the velocity fluctuations is achieved earlier (∼2 ps in graphene versus
>10 ps in GaAs and in >30 ps in InP), which is in good agreement with the faster
ensemble response in terms of velocity and energy.

4.3 Harmonic generation
The THz range has been the subject of intense investigation in the last decades due to the
enormous potential of this region of the electromagnetic spectrum for applications such as
imaging, sensing, communications and spectroscopy [247–250]. In this context, the need
of THz sources and detectors becomes a major issue. In particular, high-order harmonic
generation is an interesting option to reach the THz range, and consequently this path
has been explored in the case of devices based on traditional semiconductors [251–253].
Regarding graphene, some works have tackled the topic of high-order harmonic gener-
ation, considering polarized light excitation [254], THz pulses [255] or plasma-assisted
generation [256], just to cite some examples. However, when dealing with the feasibility
of a given material for high-harmonic generation, attention should be paid also to the
noise phenomena, that can mask the generated signal at these harmonic frequencies [257,
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258]. The intrinsic noise of a material under an alternating electric field can be described
in terms of the velocity fluctuations of the individual carrier instantaneous velocity with
respect to the instantaneous ensemble-averaged velocity. It must be taken into account
that this average velocity is a time-periodic function and it is able to contain the high-
order harmonics of the fundamental signal [258] due to the non-linear response of the
carriers to the electric field. Consequently, analyzing the physical mechanisms related to
harmonic generation in conjunction with the intrinsic noise phenomena at the material
level becomes a key question when exploring the possibilities of graphene in the THz
range.

To evaluate the intrinsic noise under high-harmonic generation conditions, we carry
out a thorough analysis of instantaneous drift velocity fluctuations when an oscillating
electric field is applied to a graphene sample as follows. The time-dependent electric field
is described by:

E(t) = EAC cos(2πfACt), (4.18)

being EAC the amplitude, and fAC the frequency. The time-dependent drift (ensemble-
averaged) velocity, ⟨v(t)⟩, will then be a periodic function, with the same frequency of
E(t), and featuring harmonics of the fundamental frequency. This quantity is calculated
at each time step, that in the present work is considered to be . 2 fs1, by averaging over
the whole ensemble of particles. In the results presented here, the number of simulated
particles equals to 104. The complex mth order Fourier coefficients are obtained as:

vm =
1

TAC

∫ TAC

0

⟨v(θ)⟩ exp(−i2πmfθ) dθ (4.19)

where TAC is the period of the signal (equal to 1/fAC) and θ is a time within the interval
[0, TAC]. In this way, the mth harmonic intensity |vm|2 can be determined.

In order to calculate the intrinsic noise induced by velocity fluctuations, we considered
two approaches: the correlation function of velocity fluctuations, and the finite Fourier
transform [257]. In the correlation function approach, it has to be taken into account
that in the presence of an oscillating excitation electric field the process is non stationary.
Therefore, like in the case of transient phenomena under switching field conditions (sec-
tion 4.2), the correlation function can not be described in terms of a single time function,
and it depends on two times [258], θ and τ :

Cδvδv(θ, τ) = ⟨v(θ)v(θ + τ)⟩ − ⟨v(θ)⟩⟨v(θ + τ)⟩ , (4.20)

where, again θ is within [0, TAC]. At a given time within the cycle, the spectral density
of velocity fluctuations can be determined as:

1The time step (∆t) is chosen so that the period of the applied alternating electric field is an integer
multiply of this quantity.
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Sδvδv(θ, f) =

∫ +∞

−∞
Cδvδv(θ, s) exp(i2πfτ) dτ . (4.21)

Finally, the mean spectral density of velocity fluctuations Sδvδv(f) is obtained by
properly averaging Sδvδv(θ, f) in the whole cycle. In a finite time interval T , the spec-
tral density of the instantaneous drift velocity can be finally calculated including the
contribution of the harmonics and velocity fluctuations parts as [257, 258]:

ST
vv(νm) = Sδvδv(νm) + 2T |vm|2. (4.22)

We can calculate also this spectral density through the second mentioned procedure:
the finite Fourier transform approach [257, 258]. In our EMC case for a set of N particles
along the time interval [0, T ]:

gi(fn) =
1

T

∫ T

0

vi(t) exp(−2πifnt) dt, (4.23)

ST
vv(fn) = 2T

1

N

N∑
i=1

|gi(νn)|2 , (4.24)

where fn = n/T , with n = 0,±1,±2, ..., and T is chosen as an integer multiple of the
fundamental period TAC.

Furthermore, the frequency bandwidth used by a receiver is a critical parameter for
the extraction of the signal harmonics. It can be obtained from the harmonics intensity
and the spectral density of velocity fluctuations as [258]:

∆fth =
2|vm|2

Sδvδv(fm)
. (4.25)

In figure 4.11 the drift velocity time response is presented for different excitation
frequencies and under various applied electric fields. For comparison purposes, a quasi-
static case is also included: in that situation, an adiabatic approximation is considered,
this is, an instantaneous response of the carrier velocity to changes of the electric field
is assumed2. In this quasi-static case (equivalent to applying a low frequency alternat-
ing field), regardless of the applied electric field the velocity response presents a quite
distorted shape, almost square-like. This is due to the non-linearity of the electric field-
velocity curve of suspended graphene , which starts even below 1 kV/cm, combined with
the instantaneous velocity response condition. At high frequencies (specially at 300 GHz),
and low electric fields –figure 4.11 (a)–, the velocity response is more sinusoidal-like and

2The reader must keep in mind that we are simulating electrons, so the electric field exerts a drag
force in the opposite direction.
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presents an important delay related to the carrier inertia. When the absolute value of
the alternating field increases, carriers respond very rapidly due to the overshoot ef-
fect in graphene as seen in section 4.2. On the other hand, when the absolute value of
E(t) diminishes, carriers can only adapt to the new field conditions by relaxing their
momentum and energy through scattering processes, which need some time. When the
relaxation times are comparable to the signal period, the electronic distribution can not
adapt instantaneously to the electric field variations when the absolute value of |E(t)|
drops, so a delay takes place.

This ends up affecting the carrier distribution in the momentum space during the
whole cycle, as it can be observed in figure 4.12. In a quasi-static case –figures 4.12 (a),
(b) and (c)– there is an exact correspondence between the carrier distribution and the
instantaneous electric field. At the instant when the maximum field (±EAC) is applied,
the electronic distribution is displaced and expanded, and when the instantaneous field
equals zero the electronic distribution is centered (⟨k⟩ ≃ 0) and more compact (colder).
However, at high frequency –figures 4.12 (c) and (d)–, the electronic distribution can no
longer follow the electric field dynamics. It does not heat and cools so clearly as in the
quasi-static case (this is related to a reduced variation of the average energy along the
cycle, as it will be shown later), and there is a clear de-phasing (delay) with regard to
the electric field.

In figure 4.13, the average energy versus time for the frequencies and electric field
amplitudes under study are shown. For a given EAC, the energy variations at low fre-
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Figure 4.11: Average velocity response of the system, ⟨v(t)⟩, for the quasi-static case (dotted
red lines) and for frequencies fAC = 50 (dashed blue lines) and 300 GHz (black solid line), with
an applied electric EAC of: (a) 0.5 kV/cm, and (b) 10 kV/cm. The time scale is normalized
by the period of the signal to allow an adequate comparison at different frequencies, and light
yellow cosine function is a representation of the alternating electric field.
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Figure 4.12: Carrier wavevector distribution at instants within the cicle of θ: (a, c) 1/2,
where the electric field is −EAC, and (b, d) 3/4, where the electric field is 0 and evolves with a
positive slope. The panes (a) and (b) correspond to the quasi-static case, while the panels (c)
and (d) to the case where fAC = 300 GHz. The field amplitude, EAC is 0.5 kV/cm.

quencies (e. g. quasi-static case) are much larger than at high frequencies, which is
in good agreement with the previously observed behavior of the instantaneous shots of
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Figure 4.13: Time evolution along several cycles of the average carrier energy for the quasi-
static case (dotted red line), frequencies of fAC: 50 GHz (dashed blue line) and 300 GHz (solid
black line) and applied electric fields of (a) 0.5 kV/cm, and (b) 10 kV/cm.
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the electronic distribution in the momentum space. As the electric field increases, the
average energy value along the whole cycle tends to increase comparatively for the larger
frequencies, which is consistent with the fact that, in that case, the system is plunged
into an excitation state characterized by a more complex excitation-relaxation dynamics.

Let us now focus on the harmonics generation consequence of the velocity response.
In figure 4.14, the intensities of the first to ninth (odd) harmonic versus the electric field
amplitude EAC are reported for the quasi-static case and for an excitation frequency
equal to 300 GHz. Even harmonics are canceled due to the symmetry of the velocity
response and to the absence of a DC component of the excitation signal. As it can be
seen, at low frequencies the intensity of the higher harmonics is significant, which is in
good accordance with the more square-like shape of the instantaneous average velocity
in that particular situation. At high frequencies and low fields, the intensity of the high-
order harmonics is much attenuated, which is related to the more sinusoidal-like velocity
response. As the electric field increases, at high frequency –figure 4.14 (b)– the high-
order harmonic intensity also grows, since the larger scattering activity not only reduces
the delay but also modifies the velocity shape –figure 4.11 (c)–.

In order to analyze the intrinsic noise under fluctuating field conditions, figure 4.15
presents the mean power spectral densities of velocity fluctuations for different values of
the electric field amplitude and a signal with fAC = 300 GHz. The power spectral density
presents a Lorentzian shape. This agrees with the behavior shown at low fields in III-V
semiconductors [258]; however, contrarily to those materials, in suspended graphene no
peak is observed at high fields. Such peaks were attributed to intervalley transfer towards
upper valleys in III-V semiconductors, which does not exists in graphene. Besides, due
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Figure 4.14: Fourier coefficient squares as a function the alternating electric field magnitude
for the first to ninth harmonics for suspended graphene in (a) a quasi-static case, and (b) at
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to the shorter momentum and energy relaxation times, as the electric field amplitude
is increased, the low-frequency power spectral density of velocity fluctuations decreases
with EAC.

The comparative study of the generated harmonics and noise is made by means of
the spectrum of the velocity response shown in figure 4.16, which has been determined
for suspended graphene under different electric field amplitudes (EAC = 0.5 kV/cm and
10 kV/cm at fAC = 300 GHz). The two methods (correlation function combined with
Fourier coefficients, and the discrete Fourier transform) for determining this quantity
show an excellent agreement. The time T was set equal to 300TAC, which would corre-
spond to a minimum bandwidth of 1 GHz. The results show that, at low electric field

10−2

10−1

100

101

102

300 900 1500 2100 2700
10−2

10−1

100

101

102

300 900 1500 2100 2700

Sp
ec

tr
al

de
ns

ity
(m

2 /
s)

f (GHz)

S̄δvδv

2T |vm|2 + Sδvδv

Sv Finite FT

10−2

10−1

100

101

102

300 900 1500 2100 2700

EAC = 0.5 kV/cm (a)

f (GHz)

10−2

10−1

100

101

102

300 900 1500 2100 2700

EAC = 10 kV/cm (b)

Figure 4.16: Spectral density of velocity response in suspended graphene with a finite time
T = 300TAC with frequency fAC = 300 GHz and electric field amplitude EAC: (a) 0.5 kV/cm,
and (b) 10 kV/cm.
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amplitude, noise masks practically all the harmonics: only the harmonic corresponding
to the fundamental frequency is clearly evidenced, while the higher order harmonics are
fully screened by noise. For large electric fields, such as 10 kV/cm, the first, third and even
fifth harmonic are discernible. Similar trends were observed for larger electric field am-
plitudes. To put into context these results, in III-V materials such as InP, it is possible to
discern up to the seventh harmonic for a frequency fAC = 200 GHz and EAC = 8 kV/cm,
with T = 200TAC (minimum bandwith of 1 GHz) [258]. It is interesting also to notice
that, disregarding the spikes, the noise contribution to the velocity response spectrum
presents a relatively flat behavior as compared to the case of III-V devices [258]. At this
point, it must be taken into account that the results presented in [258] did not include
either hot phonon effects, which significantly increase acoustic and optical intervalley
emissions, or carrier-carrier interactions: consequently, we can affirm that graphene has
at least a comparable potential for high-order harmonic generation as III-V materials, at
the expense of probably larger T times (i.e., narrower bandwidth).

Finally, it is possible to determine the bandwidth threshold for the detection of a given
order harmonic. Figure 4.17 represents the regular (harmonics) and noise contributions
to the velocity response spectrum, considering an external receiver with frequency band-
width ∆f equal to 10, 1 or 0.1 GHz. In this way, it is possible to determine the number
of harmonics opened to such receiver. The results for EAC = 10 kV/cm and two differ-
ent frequencies, 300 GHz and 50 GHz are shown. With ∆f = 10 GHz, only up to the
fifth and third harmonics can be detected at 50 GHz and 300 GHz respectively. Using
a narrower bandwidth (e. g., 0.1 GHz), the ninth harmonic at 50 GHz and the fifth at
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Figure 4.17: Comparison of the regular and noise contributions to the velocity response
spectrum for suspended graphene at EAC = 10 kV/cm and the frequencies, fAC: (a) 50 GHz,
and (b) 300 GHz.
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300 GHz would be available, therefore opening the path to the THz regime by the use of
high-order harmonics in a relatively wide fundamental frequency range below 300 GHz.
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Chapter summary

Noise temperature

A method to extract the differential mobility from a small perturbation of the electronic
system has been employed, combined with the analysis of velocity fluctuations in order
to obtain the frequency dependent noise temperature in graphene. Fluctuation noise be-
comes progressively suppressed (to a lesser extent) by increasing the electric field, due to
a growing scattering activity that provokes a faster loss of velocity correlation. However,
the more pronounced relation of the differential mobility do drop with stronger applied
fields explains the growth of the noise temperature with the electric field. Comparison
between suspended graphene and graphene on SiO2 and h-BN reveals that SPPs favors
larger differential mobilities, thus reducing the noise temperature.

Fluctuations under switching field conditions

We also studied velocity fluctuations under transient conditions due to switching field
conditions. In the low-to-high field transient a quick response of the electrons to the
high field results in a velocity overshoot. The transient velocity fluctuation correlation
function tends to decrease over time, and reaches a minimum between 120 and 140 fs,
which corresponds to a maximum value of the power dissipated by the velocity fluctua-
tions around 2.3 THz. Finally, for the high-to-low field transient, the velocity fluctuation
correlation function increases over time because of the progressive lessening of the veloc-
ity reorientation by the scattering mechanisms. In comparison, velocity fluctuations in
graphene on substrates show similar behaviour. However, when considered a suspended
layer, a faster loss of the autocorrelation and lower values on the power spectral density
are achieved as a consequence of the absence of substrate interactions. Clearly, the dom-
inant term contributing to the velocity fluctuations is the thermal one; nevertheless, in
the low-to-high transient the convective contribution is noticeable due to the fast shift
of the electron distribution in the momentum space as a response to the change towards
a higher electric field.

Harmonic generation

The generation of high-order harmonics in graphene under AC fields has been analyzed.
The intensity of the harmonics is obtained for several frequencies and electric field am-
plitudes; high order harmonic generation falls as the frequency is increased, and as the
applied maximum AC electric field is reduced. As the frequency of the excitation signal
is raised, a delay or inertia of the carrier velocity is observed, along with a reduction of
the maximum drift velocity values reached. This distortion is explained in terms of the
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carrier wavevector distribution, average energies and the scattering that competes with
the oscillating electric field drag to take the system to equilibrium. Noise and regular
contributions to the power spectral density of the velocity response are discerned, and
the harmonic modes available for several bandwidths are discussed. Results show that it
is possible to reach the THz range with conditions comparable to those found for III-V
materials, at the expense of narrow bandwidths.
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Chapter 5

Ultrafast dynamics of
photoexcited carriers
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CHAPTER 5. ULTRAFAST DYNAMICS OF PHOTOEXCITED CARRIERS

This section will focus on the study of the dynamics of photoexcited carriers in mono-
layer graphene. Photoexcitation is a process in which electrons are taken from their
ground state to another excited state of the quantum system by means of photon ab-
sorption. This a is key phenomenon in technological applications such as light sensing
(like in photodiodes, or camera sensors ), photovoltaic energy harvesting or generation
of laser radiation by optical pumping. The natural trend of the photoexcited carriers is
returning to its background state; this process is referred to as relaxation.

The particular linear and gap-less energy spectra for electrons and holes, provides
monolayer graphene with a constant optical absorption with virtually no restriction to
the photon wavelength. More precisely, a single layer of undoped graphene shows an
opacity related to the fine-structure constant [259] of around ∼ 2.3% for a very wide
wavelength span. Another interesting feature is the possibility of tuning the Fermi energy
by means of electrostatic gating as a way to modulate the optical absorption at desired
frequencies [260, 261]. This features places it in a promising position for the development
of a broad range of highly efficient photonic and optoelectronic applications, being of
particular interest those that operate in the THz range [262, 250, 263]. The realization
of such applications and devices must be supported by a thorough understanding of the
dynamics that charge carriers undergo during and after the material is irradiated with
light. Besides, experimental measurement of relaxation processes can provide insight
into the physical phenomena that governs the carrier dynamics, and assess the validity
of the physical models used to describe them. The research community has made in the
recent years an intense effort in order to achieve a good understanding of the dynamics
of carriers in graphene during and after light exposition [130, 131, 140, 206, 207, 210,
264–274] by means of diverse modeling techniques and also from an experimental point
of view.

Let us suppose an undoped (n = p and εF ≃ 0) graphene sample. When exposed to
optical radiation, electrons in the ground state are able to absorb part of the radiation
energy. Due to the direct band gap and linear band spectra, these electrons can be
photoexcited, and promote from the valence band at εground = −~ωpht/2 to conduction
band [265] at εexcited = ~ωpht/2, being ωpht the angular frequency of the incident photons,
as seen in figure 5.1 (a). As a result, some excited electrons conform an out-of-equilibrium
distribution in the conduction band, leaving an equivalent hole distribution in the valence
band. Afterwards, these populations, undergo a very fast thermalization: photoexcited
carriers tend to occupy energies above and below the excitation energy towards a hot
Fermi-like distribution, as depicted in figure 5.1 (b). This process takes place within very
short timescales –tens of femtoseconds [266, 275]–, and is driven by Coulomb interactions
of the photocarriers with themselves. Simultaneously, cooling starred mainly by the
transference of the carriers energy to the lattice by cascade emission of phonons occurs
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Figure 5.1: Schematic representation of graphene carrier population in the band structure and
the following phenomena: (a) photogeneration of excited carriers due to photon absorption, (b)
thermalization of carriers due to carrier-carrier interactions, and (c) photoexcited carrier cooling
due to phonon cascade emission. Symbols indicate that after photoionization processes (a) and
(b) operate together thermalizing and cooling the out-of-equilibrium carrier distribution.

as depicted in figure 5.1 (c). This process, although taking place at the same time as
thermalization, is effective at longer timescales that lie in the picosecond scale [275].

A general exploration of this relaxation processes by means of Ensemble Monte Carlo
simulation of photoexcited carriers will be carried out in section 5.1.1. Special emphasis
will be given to the phenomenon of carrier multiplication in section 5.1.3.

The existence of hot electrons –in this case generated by means of optical photon
absorption–, implies that their excess energy must be transferred somewhere else in
order to reach a situation of thermal equilibrium. Such transference of energy is mostly
attained by means of phonon emission. That is, the kinetic energy of hot carriers is
invested into the excitation of lattice vibrations. As a result, phonons are created out-
of-equilibrium, which affect the scattering activity by means of the hot phonon effect. A
thorough study of this phenomena is carried out in section 5.1.4.

Monoatomic layers of electronic materials are usually employed lying on a substrate,
that confers mechanical support. There is literature issuing photocarrier dynamics on
various substrates. To cite some examples, in [131], by measuring degenerated relax-
ation dynamics by means of DTS, the intrinsic optical phonon lifetime is measured in
graphene on SiC and on quartz. In [276] AFM imaging, Raman spectroscopy and DTS
techniques were employed in the study of intrinsic samples of suspended graphene and
graphene grown on SiC, finding different dynamics as a function of the position due to
SiC-graphene coupling irregularities. In [130], vsisible pump and near infrared probe
spectroscopy was employed with CVD samples of graphene deposited on SiO2 and grown
on SiC, finding different relaxation trends at picosecond scales depending on the sub-
strate type and the number of layers. However, thorough investigation focused solely on
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the implications of the substrate choice has not been performed. Moreover, within an
experimental framework there are some factors inherent to the fabrication methods and
processes that may complicate the examination of different samples. One example is the
existence of multiple graphene layers, since the interaction with the substrate decreases
exponentially with the separation with the interface, thus making its repercussion trou-
blesome to measure [277]. Other examples are imperfections, the presence of impurities,
or rippling in transferred graphene samples, which create an irregular interface. In this
context modeling and simulation stands as the best resource to investigate the impact of
carrier-substrate interactions on the photocarrier dynamics. In section 5.1.5 we compare
the dynamics of photoexcited carriers in graphene on various substrates under the ideal
conditions only feasible by means of simulation.

All these phenomena will be presented in this chapter as follows. In section 5.1
the numerical EMC method will be used to explore these relaxation dynamics: First,
a general overview of these processes will be given in section 5.1.2. In section 5.1.3
we will observe the influence of the collinear processes, which were already discussed
in section 3.3 within the context of transport under stationary conditions. Then, in
section 5.1.4 the interplay between hot photoexcited carriers and the phonon system will
be explored. Finally, a comparative study of the influence of different substrates on these
dynamics will be carried out in section 5.1.5. In section 5.2 an experimental approach to
measure these photoexcitation and relaxation phenomena will be presented, along with
some tests comparing the results obtained with our Monte Carlo model.

5.1 EMC modeling of relaxation dynamics

5.1.1 Photoexcited carriers

In this section the relaxation process of photoexcited carriers will be studied with the
EMC method. For this purpose, we need to consider the interaction of an ultrafast light
pulse that promotes carriers to an excited state. A detailed treatment of photoexcitation
(like those proposed in [278, 265] or [279, 280] to cite some examples) lies beyond the
scope of this thesis. Instead, we will add to the (thermal) equilibrium distribution the
excess carriers generated via photoexcitation at the start of the simulation as if they
were generated instantaneously at the instant t = t0. Consequently, the effect of the
interactions along the photoionization stage is not taken into account. The photoexcited
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carriers distribution obey the following Gaussian profile [140]:

fexcit(ε) = Ψmax exp
[
−
(
ε− 1

2~ωpht
)2

2(~∆ωpht)2

]
, 1 (5.1)

where ∆ωpht determines the spectral bandwidth of the pulse, Ψmax is the maximum
occupation probability limited up to 1. This distribution relates to the density of pho-
tocarriers, pexcit = nexcit, as:

nexcit(ε) =

∫ ∞

0

fexcit(ε)DoS(ε) dε . (5.2)

A value for ~∆ωpht = 100 meV has been chosen, which is sufficiently large for a Gaussian
Fourier-limited pulse of a 8 fs temporal full width at half maximum. The study focuses
on intrinsic graphene (εF = 0) at ambient temperature T0 = 300 K. Regarding Ψmax,
it is chosen in order to establish a known initial photocarrier density. It must be noted
that nexcit is therefore set as a parameter, instead of the pulse fluence although these
two quantities are inherently related. The pulse wavelength will be taken also as a pa-
rameter. Afterwards, the simulation runs and the results from the relaxation transient
are recorded. It is well known thats carrier distributions are non isotropic, with strong
dependence on the polarization of the pulse [265, 272]. On the other hand we included
photocarrier distributions obtained after photoexcitation under coherent regime as cal-
culated in [279, 280]. When compared with a Gaussian profile with similar spectral
characteristics, as seen in figure 5.2 (b) and the same excited carrier density the differ-
ences found in the dynamics were minimal as it concerns the results presented in this
thesis.

5.1.2 General view of the carrier dynamics in suspended
graphene

The simulation starts with a set of electrons and holes in an out-of-equilibrium distri-
bution produced by a pulse characterized by photon wavelength ~ωpht with a particular
power that enables the creation of a photocarrier density nexcit at t0. The resulting
distribution for a 790 nm pulse wavelength (~ωpht = 1.6 eV) that originates a 1013 cm−2

photocarrier density is plotted with a gray line in figure 5.3. The natural trend of these
carriers is to return to the thermal equilibrium. This means, that, two processes have
to occur simultaneously: as photocarriers are concentrated around ±~ωexcit, they must
lose the energy that has been absorbed from the light excitation. Also this excess pop-
ulation with respect to the equilibrium situation must be recombined. In figure 5.3 we

1This equation applies only to electrons. The corresponding distribution for holes would be
fexcit(ε) = Ψmax exp

[
−(ε+ 1

2
~ωpht)2/2(~∆ωpht)2

]
.
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Figure 5.2: (a) Density plot of the probability for electrons to promote from the ground
state (valence band) to an excited state (conduction band) in the k-space around the K and K’
valleys of monolayer graphene obtained with the two-level ionization model presented O. Zurrón
and L. Plaja from the Laser Aplications and Photonics (ALF) research group in [279] after the
application of a 20 fs y−polarized laser pulse centered at λpht = 800 nm (~ωpht ≃ 1.54 eV)
with E ≃ 3 × 103 kV/cm under the consideration of coherent excitation. (b) Comparison of
the energy distribution of photoexcited carriers according to results presented in (a) and the
best fitting gaussian profile descibed in equation (5.1), which is obtained with the parameters
Ψmax = 0.37 and ∆~ωpht = 70 meV.

also present some snapshots of the distribution function. A gradual depletion of the
excitation energy region is attained very fast; at t− t0 = 20 fs the initial Gaussian profile
is already not distinguishable. In the first femtoseconds carriers are very energetic, and
there are a lot of free states at lower and higher energies, which favors scatterings of
all kinds to occur. This process of carrier energy redistribution and depletion of the
excitation region is the thermalization process, and is driven mainly by Coulomb inter-
action between carriers. The result of this process of thermalization is the attainment of
two Fermi-like (thermal) distributions in the conduction and valence bands. It must be
taken into account that Coulomb interactions between carriers can also lead to interband
transitions. In section 5.1.3 we will focus on these processes, and the consequences of not
taking them into account in the modeling framework. Depletion of the bands (carrier
recombination) can be observed in the distribution function by comparing instants in
the picosecond scale (2 ps and 5 ps), where occupation of high-kinetic energy levels close
to ±~ωpht/2 almost approaches 0, most carriers are very close to the Dirac point, where
the DoS shrinks.

Coulomb processes can not take the system to equilibrium on their own, as due to its
elastic nature, there is no way to transfer the excess carriers energy. Cooling is the parallel
process in which this energy is dissipated, which occurs mainly via phonon scattering.
This process is characterized by longer timescales than thermalization, due to the fact
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Figure 5.3: Snapshots of the carrier occupation in energy at different instants after photoion-
ization with a pulse of ~ωpht = 1.6 eV that generates a photocarrier density nexcit = 1013 cm−2.

that carrier-phonon coupling is not as strong as carrier-carrier interaction in Coulomb
collisions. The progressive loss of energy, evident from the filling of the distribution close
to ε = 0, is a result of this energy transfer towards the lattice via phonon scattering.
These two complementary process can be distinguished by disabling in the model the
most active mechanism (i.e., carrier-carrier scattering). In figure 5.4 we show snapshots
of the energy occupation at different instants past photoionization. When the complete
model is considered –left panel, (a)– the fast depletion of the excited states towards a
wide span of energies is already noticeable in the first 10 fs, and the initial Gaussian
profile has disappeared at 50 fs. In the right panel (b) carrier-carrier interactions are
disregarded, and therefore all the dynamics is ruled by phonons. The cascade phonon
emission is evident due to the replication of the initial distribution at 0.8 eV towards
lower energies in steps corresponding to the TO-K/LO-Γ mode.

Fermi-like distributions can then be described by two parameters: a quasi-Fermi level,
and a temperature for each of the type of carrier2. We compute these parameters by
solving the system of equations (2.86a) and (2.86c) for the conduction band (or electron
temperature, Te, and quasi-Fermi level, µe), and equations (2.86b) and (2.86d) for the
valence band (or hole temperature, Th, and quasi-Fermi level, µh). The quantities of the
left hand side (the electron and hole densities and their kinetic energies) are taken directly
from the EMC results. Although these parameters link the carrier density in each band,
and their total energy (under the assumption that these are distributed according to a

2Since here we are focusing on the case of intrinsic graphene, and the dynamics of electrons and holes
is almost identical due to the symmetric band structure, we can refer to a single carrier temperature, Tc

provided that Te ≃ Th, and a quasi-Fermi level µc = µe ≃ −µh.
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Figure 5.4: Energy occupation function obtained through EMC simulations at various instants
after photoexcitation of an electron and hole density of 2 × 1012 cm−2 with a photon energy
of 1.6 eV when (a) when intraband carrier-carrier is activated, and (b) when they are is not
considered in the simulation.

Fermi-Dirac-like function), the reader should be aware that we compute and present this
parameter even in the first instants, when such type of thermal distribution is still far to
be achieved, since even in this conditions, carrier temperature allows for a comparison
of the energetic profile of carriers.

In figure 5.5 we show the evolution of the number of free carriers, carrier temperature
and quasi-Fermi levels for various initial photoexcitation conditions. During the first
∼100 fs after t0, an increase in the number of carriers can be observed in all cases under
consideration. This fast creation of electron-hole pairs is a consequence of the favorable
conditions for impact ionization that occur after photoexcitation. Right afterwards,
entering in the picosecond scale the carrier densities drop, with a trend to approach
the thermal concentration at long times. An in-depth insight into the generation and
recombination channels governing this evolution will be covered in section 5.1.3. As it
regards the evolution of carrier temperature, it is characterized by a constant decay with
differentiated slopes. First, a quick decay appears right after photoionization, showing a
temporal coincidence with the creation of new carriers. Its slope turns more prominent
with the photon energy, and diminishes when the photocarrier density grows. This stage
is related to the transition from the initial strong out-of-equilibrium excited state towards
a quasi-equilibrium thermal distribution. A stage with a less steep slope follows, which
relates to progressive cooling of the carriers. In the case of suspended graphene, this
cooling is featured mainly by optical phonons, as it has been already demonstrated by
the successive cascade emission in figure 5.4, through which the excess electron and hole
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Figure 5.5: Carrier temperature as a function of time after photoexcitation for (a) various
photon wavelengths at nexcit = 2 × 1012 cm−2, and (b) different photocarrier densities at ~ωpht =

1.6 eV.

energy is transferred to the lattice. From the last quantity, –the quasi-Fermi levels– we
can gather information about the relation of the number of carriers and their energy.
Quasi-Fermi levels reveal how the carrier density and temperature relate to each other.
When they are in the opposite bands of the carrier type they represent, it reveals that the
carriers have an excess of energy. On the contrary, if its value is in the same band, this
means that carriers are tending to pack in the low-energy levels, and there is an excess
of carriers. Therefore zero-crossing (in the case of intrinsic graphene) of the quasi-Fermi
levels sets the instant when the system has reached a hot thermal distribution, being
around 20 fs to 60 fs depending mainly on the photocarrier density. These values are in
good agreement with those mentioned in the literature [264].

5.1.3 Coulomb driven carrier multiplication

We have already seen that Coulomb interaction between carriers drives the fast ther-
malization after photoinversion. In [139, 210] the signatures of carrier multiplication
as a part of the relaxation dynamics were presented. Such phenomenon is the result of
the particular carrier-carrier interactions in the collinear limit which were introduced in
section 2.4.3 and whose effects have been already explored in section 3.3 in the case of
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transport under a uniform electric field. In this section we explore the influence of these
interactions after photoexcitation, which sets a quite different scenario.

In figures 5.6 (a) and (b) we show the net generation rate for collinear scattering as
a function of time after photoionization, for various photon energies and excited carrier
densities. In all the cases shown there is an initial fast creation of free carriers (τG−τR >

5 × 1030 cm−2) due to the dominant effect of impact ionization events, being higher
when the excited carrier density and photon energy are larger. The distribution function
after photoionization conditions generates the ideal scenario for quick impact ionization
to occur: a large number of electrons at high energies, together with empty states of
low energy in the conduction band and fully occupied states at the top of the valence
band. Highly energetic photoexcited electrons couple with those in the valence band
lying close to the band maximum. When impact ionization events occurs, low states
close to the Dirac point become more occupied, while the photoexcited electrons loses
energy (see figure 2.7 in section 2.4.3). The dependence with nexcit is a result of a
larger quantity of interacting particles that can trigger impact ionization (II) collisions,
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Figure 5.6: Instantaneous net generation rate due to collinear scattering (impact ioniozation
and Auger recombination) as a function of time after photoexcitation, for varying values of
(a) the pulse photon wavelenght at constant nexcit = 2 × 1012 cm−2, and (b) the photocarrier
density at constant ~ωpht = 1.6 eV. (c) and (d) represent the accumulated number of created
carriers due to the interactions in (a) and (b) respectively.
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while the increase with ~ωpht occurs due to a larger phase space where new electron-
hole pairs can be created, along with a coupling between carriers that grows with their
energy. This net generation drops fast during the first hundred of femtoseconds, until
negative values are reached. The insets show the relevant time range where the net
generation rate takes negative values (collinear events tend to recombine carriers instead
of generating them). This effect is a consequence of the creation of non thermal electrons
and hole distributions, with states more densely occupied (with µe > 0 and µh < 0)
than in a thermal distribution with µe = µh = 0. The cooling process, mainly driven
by optical phonons, and the implication of the hot phonon effect is discussed in the next
section. So, after a strong activity of II, a slower but more lasting stage dominated by
Auger recombination (AR) follows. Afterwards, an almost neutral generation rate (Auger
recombinations and impact ionizations are almost compensated) is attained for collinear
events.

In order to better observe the consequences of this succession of events in the free
carrier density, we compute the accumulated number of created electrons and holes for a
particular mechanism i as N

(i)
acc(t) =

∫ t

t0
[τ

(i)
G (t) − τ

(i)
R (t)] dt, and depict it figures 5.6 (c)

and (d). The figures reflect the two stage of carrier generation (positive slope) and
recombination (negative slope). The behavior is very similar for different wavelengths
–figure 5.6 (c)–. By varying the photocarrier density –i.e., the power of the pulse as
seen in figure 5.6 (d)–, different trends are observed. First, the maximum free carrier
density is achieved faster. This is completely consistent with figure 5.5 (b), however,
we are now only focusing on the carrier-carrier induced interband transitions. In the
carrier recombination stage, many more electron-hole pairs are destroyed as nexcit is
raised, allowing to differentiate cases where at long times (' 5 ps) collinear scattering
is effectively contributing to effective carrier recombination. This is explained by the
quicker filling of the low energy states, that happens at earlier times as there are more
highly-energetic carriers triggering (II) events. The formation of these densely occupied
low energy levels, along with the phonon-assisted cooling of the tail of the distribution
enhances the subsequent Auger recombination dominance.

We turn now to analyze the electron-hole pairs creation dependence with the initial
conditions. Carrier multiplication can be defined as the creation of new electron-hole
pairs as a result of previously photogenerated hot carriers [281]. This figure is important
for the performance of photovoltaic energy harvesting applications [281, 282] and can be
evaluated at any instant by the quotient of the free carrier concentration and the initial
excited photocarrier density. We show the dependence of the maximum of such figure in
figure 5.7. The dependence with the photon energy is linear within the range considered.
The excitation with shorter wavelengths allows for a wider energy range to be filled with
carriers coming from impact ionization at the same time that more of these events can be
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Figure 5.7: Maximum carrier multiplication as a function of (a) the photon wavelength for
nexcit = 2 × 1012 cm−2, and as a fucntion of (b) the photocarier density for ~ωpht = 1.6 eV.

triggered by photoexcited carriers. The inverse trend of carrier multiplication with nexcit

is explained by the limited available density of states at energies below the excitation
region, which sets a boundary to the maximum possible carriers to generate through
impact ionization.

Let us now analyze how the suppression of interband mechanisms in the model would
affect the description of carrier dynamics. In figure 5.8 (a) we compare the evolution
of the instantaneous number of free carriers as a function of time. The most evident
consequence of neglecting collinear processes (red dashed line) would be the absence of
carrier multiplication, for being impact ionization –the only mechanism able to create a
noticeable amount of free carriers– ruled out in simulation. As a result, phonon-assisted
carrier recombination starts as soon as the energy levels below the phonon frequency
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104



5.1. EMC MODELING OF RELAXATION DYNAMICS

start being fully occupied by electrons and holes.

Phonon assisted recombination starts on a picosecond scale. We can also set the
start of effective recombination, understood as the time from which the free carrier den-
sity starts to become lower than the photoexcited carrier density, nexcit, in the same
range as the start of phonon-assisted recombination, which is in good agreement with
experimental observations [264]. The suppression of impact ionization also has an effect
on the energetic profile, which can be reflected in the carrier temperatures shown for com-
parison in figure 5.8 (b). The fast initial drop of the temperature during the first ∼100 fs
is lost, since it comes explained by the fact that when collinear events are activated new
free carriers appear at energies below the excitation wavelength, while at the same time,
carriers with such energy lose a fraction of it. Also, for the same reason, the evolution of
the quasi-Fermi levels is slower where collinear events are deactivated. In other words,
the creation of new electron-hole pairs through repetitive impact ionization events low-
ers carrier temperatures. As a result of neglecting carrier-carrier interband transitions,
during the first instants there are fewer free carriers, and they have a higher average
kinetic energy, with the outcome of a larger carrier temperature and the quasi-Fermi
levels closer to zero.

As we have seen, after the maximum carrier multiplication has been achieved, Auger
processes recombines most of the carriers created by impact ionization. As a result, at the
picosecond scale there is a good agreement between the electronic temperature and quasi-
Fermi levels, as recombination phenomena in the picosecond scale is determined mainly
by phonons. From a modeling perspective, we can evaluate the impact of interband
mechanisms on the relaxation. If all the channels for carrier exchange between bands are
ruled out in the simulator (blue dotted line), there is good agreement of Tc and µe with
the case where only collinear events are neglected up to around ∼300 fs. Afterwards,
since excess electrons are not able to get back to the ground state (valence band), the
quasi-Fermi level tends to µe ≃ ~vF

√
πnexcit and the electronic temperature is below the

other two cases. In this simulation scenario, the final allowed state is the coexistence
of two Fermi-like distributions of electrons and holes in equilibrium with the ambient
temperature. So, from a modeling perspective, collinear processes –i.e., impact ionization
and Auger recombination– could be disregarded if only the recombination stage at the
picosecond scale is going to be observed. However, neglecting carrier-carrier interband
transitions leads to an overestimation of the carrier temperature, and the impossibility
to observe carrier multiplication, which can be critical in some conditions
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5.1.4 Electron-phonon coupled dynamics

Carrier cooling is a process that involves the transference of energy towards the crys-
tal lattice. In the suspended graphene case, this is mostly achieved through optical
phonon emission. Therefore, a direct consequence of photoexcited carrier cooling is the
generation of out-of-equilibrium phonons. While some studies regard the out of equilib-
rium phonons [267, 269], some others consider the phonon number to remain in equi-
librium [140, 270, 273]. The EMC method can provide the microscopic information to
quantitatively evaluate the differences between the two approaches, and describe how
the HP affect these relaxation processes.

To illustrate the HP effect after a laser photoexcitation, in figure 5.9 the resulting
instantaneous scattering rate, computed as the number of occurred collision events per
unit time and particle as a function of the time after ionization is depicted for the
intrinsic phonon modes. In general, it can be said that scattering (specially phonon
emission) with the TO-K/LO-Γ mode dominates over the TA/LA-K mode. This occurs
because of its stronger coupling with carriers, that results from a larger deformation
potential (see section 2.4.2). Also, due to the fact that its energy is greater, we can
say that cooling is mediated mainly by optical phonons. Despite of this, both modes
show a similar qualitative behavior. When hot phonons are considered (black lines),
the emission rate (solid lines) shows a steady decay over time until a faster drop occurs
passed ∼1 ps. On its behalf, the absorption rates (dashed lines) grow steadily until
reaching a maximum that lies close to the phonon emission rate at around 1 ps for the
TO-K/LO-Γ mode and 3 ps for the TA/LA-K mode. Then it drops concurrently with the
emission rate, which always stays above during the relaxation process. As it concerns the
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mode, and (b) the TO-K/LO-Γ mode. Black lines represent scattering rates when hop phonons
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model neglecting hot phonons (orange lines), a similar trend is observed in the emission
rate. However, for both modes the decay is faster than in the model that includes hot
phonons, and therefore phonon emission rates are comparatively smaller in most of the
simulation time window. On the other hand, the absorption rate shows a steady decrease
over time. As a consequence, the overall implication of neglecting HPs is an increase of
the emission/absorption ratio, provoking an overestimated transmission of energy from
electrons to the lattice.

We can observe the consequences of the out-of-equilibrium phonons in the carrier tem-
perature, which is plotted as a function of time in figure 5.10 (a), regarding and ruling
out the HP effect. In all the cases there is an evolution of the carrier temperature char-
acterized by a constant decay. Discrepancies between the two situations appear due to
scattering with hot carriers start in a sub-picosecond scale, around the first 100 fs. In the
case where phonons are considered in equilibrium (according to the Bose-Einstein occu-
pation at room temperature, T0), carrier cooling is faster. As a result, after 10 ps for any
of the examined photon wavelenghts, T (BE)

c tend to the room temperature. This means
that, around such time span after photoionization electrons and holes have established
two Fermi distributions with such minimum possible temperature. Yet, there is an excess
of free carriers that must recombine in order to achieve the total equilibrium. On the
contrary, in the case where hot phonons are included, different temperatures depending
on the photon wavelength are obtained, being all of them above T

(BE)
c . In figure 5.10 (b)
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we plot the ratio of the two carrier temperatures for matching photon wavelength and
excitation density in order to determine the dependence of the hot phonon effect with
these parameters. This ratio grows steadily until reaching a maximum after ∼5 ps have
passed after excitation. In the most extreme case this comparison between T

(BE)
c and

T
(HP)
c yields a maximum of more than twice T

(BE)
c in a picosecond scale, and it is a 60%

larger in the less severe case under consideration. This means, that the HP effect on the
carrier temperature is enhanced the shorter is the pulse wavelength (larger excitation
energy), and when the initial number of photoexcited carriers is larger. The dependence
with the photon wavelength is explained by the fact that phonon-carrier coupling grows
stronger with energy, thus producing more phonon emissions (phonon heating) in the
first instants. Moreover, the number of successive phonon emissions required to occupy
the low energy states increases with the excitation energy. As for the dependence with
the initial photocarrier density, it is explained by the number of free carriers that are able
to undergo phonon emission scattering events. However, there is not a linear relation
between the free carrier density and phonon heating, since due to the Pauli exclusion
principle, scattering transitions towards lower energy levels (with smaller DoS) become
more limited as the degeneracy increases.

In the same way that out-of-equilibrium phonons slow down the cooling phase, their
presence also affects the recombination rates, making them slower and therefore in-
creasing the time that electrons (holes) remain in the conduction (valence) band after
photoionization. As it concerns the carrier recombination processes, we observe that,
when out-of-equilibrium phonons come into play the overall recombination rates be-
come lower than in the case where they are not considered. In general, it would be
expected that the existence of out-of-equilibrium phonons that involve interband tran-
sitions (|q − q0| < ωTO-K/LO-Γ /vF ) would slow down the recombination rate due to a
reduction of the emission (carrier recombination)/absorption (carrier generation) ratio, in
the same way it takes place for intraband transitions. However, as we will immediately
see, the presence of a competing interband contribution of carrier-carrier interactions
in the collinear limit changes this picture. Figure 5.11 (a) shows the temporal recom-
bination and recombination rates due to optical phonons in intrinsic graphene. The
enhancement of the emission rates due to out-of-equilibrium phonons can be observed,
as expected. However, the absorption rate is increased in the same degree, which leaves
almost equal net recombination rates associated to the TO-K/LO-Γ pathway, regardless
of the consideration of HPs, as seen in figure 5.11 (c). The main difference is observed
when looking at the rates of II and AR, depicted in figure 5.11 (b). Here, the inclusion
of HPs implies an indirect rise of impact ionization over Auger recombination, provoking
important differences in the net contribution of collinear scattering –figure 5.11 (c)– in
the 100 fs to 200 fs range. Such effect is a direct consequence of carrier distributions with
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Figure 5.11: Carrier generation (positive) and recombination (negative) rates as a function
of time for (a) optical phonon assisted interband due to absorption (generation) and emission
(recombination), (b) impact ionization and Auger recombination, and (c) net collinear and TO-
K/LO-Γ assited generation rates for the particular case of nexcit = 2 × 1012 cm−2 and ~ωpht =

1.6 eV.

different temperatures: hotter carriers leave more free states at low kinetic energies, and
accommodate in distributions with longer tails (larger energies). This enhances the im-
pact ionization occurrences to a larger extent than Auger recombination ones. Therefore,
neglecting HPs results in an overestimation of the interband recombination rates of free
carriers due to an interplay with Auger processes.

Let us now focus on the evolution of the phonon population. In figure 5.12 (a), time-
tracking of the phonon temperature is plotted for both the TO-K/LO-Γ and TA/LA-K
modes considered in the model. Phonons heat quickly until reaching a maximum at
∼ 1 ps and ∼ 2 ps for the TO-K/LO-Γ and TA/LA-K modes respectively. Acoustic
intervalley mode manifests similar trend to the optical branch, but heating to a lesser
degree. In all the photoexcitation scenarios under consideration the qualitative trend
is similar, with different maximum temperatures. Figures 5.12 (b) and (c) present the
value of the maximum phonon temperature as a function of photon wavelength and
photocarrier density, showing a linear dependence with both quantities. Such maximum
is determined by the instant in which the conditions for fast phonon emission are not
given anymore. This is characterized by the carriers reaching a Fermi-like distribution
of temperature close to T0, which by means of Pauli-blockage of transitions towards low
energy states helps to balance emission and absorption rates. Afterwards a slower cooling
follows, starred by natural phonon population decay and enhanced absorption mediated
by carrier scattering, as seen in figure 5.9. Differences found in the phonon temperature
evolution regarding the pumping pulse wavelength and the photocarrier density supports
the previous statements about the energetic evolution discussed in figure 5.10. These
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Figure 5.12: Time evolution of the phonon temperature for (a) the TO-K/LO-Γ , and
TA/LA-K modes after a photoionization with a pulse of ~ωpht = 1.6 eV that generates
nexcit = 2 × 1012 cm−2. Maximum temperature for the two modes (c) as a function of the
photon energy, considering an excited photocarrier concentration of nexcit = 2 × 1012 cm−2, and
(d) as a function of the photocarrier concentration with ~ωphtn = 1.6 eV.

differences are explained, first, by the well differentiated electron-phonon coupling as can
be seen in figure 2.5 and already discussed with regard to the emission and absorption
rates already presented in figure 5.9. Scattering probabilities are higher with TO-K/LO-
Γ , thus leading to more collisions that increase this phonon population. On the other
hand, the ωTO-K/LO-Γ > ωTA/LA-K, which holds two implications: one is that for an equal
increase of the phonon number, its temperature is raised to a higher extent, explaining
the differences in the heating degree (over ∼ 150 K heating over ambient temperature
for the optical modes versus ∼ 43 K for acoustic ones at the most extreme conditions).
Another is that the emission/absorption ratio tends to be closer to unity the smaller is the
phonon energy, and as a consequence, emissions and absorptions are more equilibrated in
the TA/LA-K mode. Phonon cooling can take place either by absorption by electrons, or
through a phenomenological relaxation characterized by a decay time. So, the effective
cooling is determined by the balance between emissions, and absorptions together with
its characteristic decay rate. The decay rate of TA/LA-K , which is two times slower in
the TO-K/LO-Γ mode as seen in section 2.4.2, therefore explains its slower cooling rates.

In order to explore the phonon dynamics in more detail, in figure 5.13 we present
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the time and momentum-resolved dynamics of phonons by computing the time deriva-
tive of Tν(q − q0). We focus on the TO-K/LO-Γ mode for being dominant, and be-
cause the forthcoming analysis would qualitatively apply also for the acoustic modes.
At low photocarrier concentrations –figure 5.13 (a)–, phonons are emitted at the fastest
rate during the first instants due to the presence of highly energetic photocarriers with
plenty of free states to scatter into. This turns into heating of phonons with wavevectors
close to the minimum required by the phonon energy for intraband transitions, that is
|q − q0| ≥ ωTO-K/LO-Γ /vF . Heating in the first instants extends to longer wavevectors,
but with decreasing intensity. Also, some phonons are created below this limit, implying
phonon-assisted recombination, which is possible thanks to the depletion of the valence
band and filling of the conduction band at low energies featured by impact ionization and
carrier-carrier thermalization. Between t0 and ∼ 500 fs heating shrinks both in intensity
and in the extension of the wavevectors. At this point, net phonon cooling materializes,
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Figure 5.13: Instantaneous heating computed as the time derivative of the phonon tem-
perature as a function of the transition wavevector q around the symmetry point q0 for the
dominant TO-K/LO-Γ mode, after an excitation with a pulse of ~ωphtn = 1.6 eV which orig-
inates a photocarrier density, nexcit of (a) 5 × 1011 cm−2, and (b) 1013 cm−2. The horizontal
dashed line represents the wavevector below which phonon emissions and absorptions imply
generation/recombination of electron-hole pairs (phonon assisted interband transitions). Dot-
ted lines are a guide to the eye in determining the regions where phonon heating or cooling
occurs.
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starting at the wavevectors that have reached hotter temperatures and afterwards ex-
tending towards shorter wavelengths. As for wavevectors involving interband transitions,
cooling starts after 1 ps. Slightly distinct behavior is observed with larger excited carrier
densities –figure 5.13 (b)–. Here, phonon heating does not reduce so drastically with
time and shrinking |q − q0|. This comes as a result of the existence of a large number of
carriers than remain at high energy states. Such energetic carriers would be the result
of carrier-carrier thermalization, which is enhanced with large photocarrier densities. In
these conditions low energy states would be rapidly filled, at the expense of creating a
long-tailed distribution, with carriers that would only relax through phonon emission
scattering. Cooling of short wavevectors over the intraband-interband transition limit
starts at ∼200 fs due to a faster attainment of Fermi-like distributions, while at the same
time some heating of longer wavevectors still occurs. As a result, the transition from
heating to cooling is more abrupt than in the low-density case for all the q sampled
range. Finally, it can be seen that the phonon heating is less pronounced below the limit
that separates intraband and interband phonon-assisted transitions than above it. The
fact that the DoS is quite reduced below ~ωTO-K/LO-Γ explains the upper limitation of
recombination phonon emission rate. Therefore, in this region, phonon heating becomes
independent on the carrier density as long as these energy states remain full of elec-
trons and holes. Moreover, at high excess carrier concentrations, Auger recombination
poses as a competing mechanism able to recombine electron-hole pairs faster than optical
phonons.

5.1.5 Substrate influence

The previous study has focused on suspended graphene. For most practical purposes, and
in order to provide a mechanical support to the atomic carbon layer, graphene is employed
usually on a polar dielectric substrate. As it has been seen in section 2.4.6 the interface
between graphene and these polar substrates brings about new inelastic interactions
with charge carriers due to their proximity. Besides, the presence of a polar substrate
also modifies the dielectric properties, resulting in an enhanced screening of Coulomb
interactions of the electrons in the graphene layer. For such reasons, the crucial role of
substrate effects can be seen as a way of tuning graphene properties in optoelectronic
applications [276]. In this section we will focus on a single photoionization case study,
with nexcit = 2 × 1012 cm−2 and ~ωpht = 1.6 eV. Results with five substrates (the most
common employed for graphene) will be shown: SiO2, h-BN, SiC, HfO2 and Al2O3. The
results already presented of suspended graphene will be included for comparison.

Let us start by reviewing the instantaneous number of free carriers, as shown in
figure 5.14 (a). It can be seen that, even though the evolution of free carriers is similar in
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Figure 5.14: (a) Free electron and hole densities, and (b) net generation rate for collinear
carrier-carrier scattering as a function of time after photoionization. The inset (c) shows the
same quantity as (b) at t− t0 = 20 fs as a function of the relative background dielectric constant
for each of the substrates.

all the cases, the presence of a substrate provokes a reduction of carrier multiplication.
Maximum carrier multiplications range from ∼1.5 (graphene on HfO2 and Al2O3) to ∼2
(suspended graphene). Such maxima are also attained with each substrate at different
times: a displacement towards longer times occurs as the generation rates –shown in
figure 5.14 (b)– are smaller during the first 100 fs. As previously seen in this section, the
creation of free carriers via impact ionization takes place during a short time window right
after photoionization. As already discussed in section 3.3, different carrier generation
rates can be attributed to the effect of substrate screening, and the higher occupation
of low energy levels due to the onset of carrier relaxation via SPPs. In the particular
case of a photocarrier profile, the differences between the carrier generation rates for
each substrate can be attributed mainly to the effect of screening, due to the existence
of abundant free states close to the Dirac cone. To verify this statement, we show in the
inset –figure 5.14 (c)– the net generation rate at 20 fs versus the background dielectric
constant associated to each of the substrates. A good correlation is observed, which
supports the previous assertion.

We now examine the energetic evolution of the ensembles by looking at electron
and hole temperatures as plotted in figure 5.15 (a). Two different timescales can be
appreciated when comparing this quantity among the substrates. The first lasts around
100 fs and is characterized by a quick drop from ∼4500 K to ∼1600 K. In the first part of
the relaxation process, carrier temperature is higher in graphene on the substrates, where
the carrier multiplication was smaller, that is, for those which offer larger screening. This
is because the generation of electron-hole pairs by means of II is importantly affected
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Figure 5.15: Instantaneous (a) carrier temperature, (b) dissipated power per unit particle,
and (c) proportion of dissipated power starred by SPPs with respect to the total in each of the
substrates under consideration.

by screening, since it is a Coulomb type of interaction. The transition from the first
to the second stage is shifted towards longer times (and lower carrier temperatures) for
the substrates in which Tc was larger in the initial instants of the previous stage. So, a
crossing occurs, and in the second stage the trend is inverted: now, electrons in suspended
graphene are the hottest, while those which have HfO2 and Al2O3 as a substrate are the
coldest. To explain this, let us now look at the power dissipated per particle and unit
time, as illustrated in figure 5.15 (b), which is calculated in the same way as in section 3.2.
In most of the substrates the initial power dissipated lies in a similar range, except in the
suspended case and in graphene on Al2O3, which exhibits dissipated powers around twice
and half respectively as large as the rest of the supported graphene cases, circumstance
that makes carrier temperature drop faster than the other cases in the first stage. It
must be reminded that although in the first instants carrier cooling is due mainly impact
ionization, the energy transference via phonon scattering is playing a role too. It is most
clear in the case of Al2O3, for which, despite being one of the substrates with highest
enhanced screening, the slope in the first cooling stage is steeper than in the rest of the
substrates due to a more effective SPP relaxation channel. In the inset, figure 5.15 (c),
the proportion of the dissipated power due to the SPP relaxation pathway over the total
is shown. In each of the examined cases, an initial drop (reaching a minimum around
200 fs) is observed. Afterwards, a monotonic increase of the SPP contribution follows.
In Al2O3 the SPP contribution is always dominant (≥ 50%), reaching 80% in the very
early instants. HfO2 follows, being SiO2 and h-BN very close. SiC SPP is the less active
contributor to the carrier cooling becoming dominant only ∼1 ps after photoionization.
The trend for the relative weight of SPP cooling in the picosecond scale is to surpass
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Figure 5.16: Instantanous energy distribution functions in the conduction band for all the
considered substrates at instants t−t0: (a) 4, (b) 20, (c) 200, and (d) 500 fs. Gray shaded region
represents the initial carrier profile that exists at the instant of photoexcitation, t0.

100%. This means, that in this time range, in the presence of a substrate, graphene
intrinsic phonon modes would relax through absorption interactions with electrons. The
energy gained by them, would in turn be transferred to SPPs.

A more deep and complete view of the implications of the substrate choice can be
achieved by looking at the evolution of the energy distribution function. In figure 5.16
we plot, for each of the substrates under consideration, the energy distribution function
of electrons at four different instants. The shaded region depicts the initial distribution
for thermal and photoexcited carriers (Gaussian profile centered at ε = 0.8 eV). At 4 fs
a clear difference from the initial conditions can be observed. Some depletion of the
energetic region of photoionization is seen, along with higher occupations above 1.1 eV.
However, the most important increase in population is observed below the energy of
the pump wavelength. Depletion from the center of the Gaussian profile towards upper
and lower energies is starred by elastic carrier-carrier interactions, which takes them
towards a thermal distribution. Along with photocarriers depleting the excitation region,
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electron-hole pairs created through impact ionization add up to the occupation at energy
levels below 0.8 eV. In fact, the population at ∼0.3 eV is in perfect agreement with the
number of carriers depicted in figure 5.14 (a). The panel (b) –t − t0 = 20 fs– illustrates
the transition from the previous instant towards a thermal distribution. In the case of
suspended graphene, the profile is almost monotonic, while for graphene on HfO2 and
SiC, it still reminds of the initial photoexcited distribution, as these substrates provide
the most enhanced screening environment, which damps carrier-carrier interactions. Let
us recall here, the strong relaxation power attributed to Al2O3 SPPs, that is taking
carriers towards lower energies, as it can be deduced from the similar occupation levels
with regard to the suspended graphene case around the excitation profile. After 200 fs
Fermi-like distributions are achieved in all the cases. Here, at small energies (. 0.4 eV)
all profiles almost meet, while the occupation level at the tail (high energies) determines
the carrier temperature and gives an idea of the number of carriers. This way, suspended
graphene and graphene on Al2O3 present the opposite trends among the observed cases:
in suspended graphene the largest excess carriers are created at the first stage, but
that population takes longer to be recombined and transfer its energy in order to relax,
while in Al2O3, few excess carriers are generated through collinear scattering, but the
system cools down faster due to a more efficient power dissipation. Letting the system
evolve for more time would tell us how electrons return to equilibrium (the shaded region
observable at ε<0.3 eV) in the process of cooling, being determined by the recombination
and relaxation rates obtained for each substrate. For example, at t− t0 = 500 fs, it can
be seen that electrons in graphene on HfO2 and on Al2O3 have attained a distribution
closer to equilibrium than those in graphene on SiO2, h-BN and SiC. The suspended
graphene sample is where the cooling dynamics is the slowest at long times.

We turn now to analyze the interband cooling properties. In figure 5.17 we plot the
accumulated number of electron-hole pairs created or recombined (the same way as we did
in section 5.1.3) for collinear scattering, the intrinsic TO-K/LO-Γ and the substrate SPPs
phonon pathways. Collinear scattering stands primarily as an electron-hole pair creator.
During the first 100 fs to 200 fs (depending on the substrate analyzed) II is dominant
over AR –i.e., the slope is positive–, and afterwards AR gains prevalence until the end
of the simulations. Phonon interband transitions always produce net recombination
(the result is negative) since the emission/absorption probability ratio is > 1. Looking
simultaneously at panels (b) and (c) of figure 5.17, it is straightforward to realize that
recombination through TO-K/LO-Γ and SPPs are competing mechanisms, since the
larger is the accumulated number of recombined carriers by the substrate phonons, the
lesser is associated with the intrinsic optical phonon. Despite recombining a reduced
amount of electrons and holes in comparison with the suspended graphene case, a bump
(short period of net carrier generation) is observed in the cases of graphene on SiO2, HfO2
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Figure 5.17: Accumulated number of created electron-hole pairs as a function of time passed
after photoionization for (a) collinear scattering, (b) TO-K/LO-Γ , and (c) SPP assisted inter-
band transitions.

and Al2O3. This is related to absorptions resulting from the preceding heating of the TO-
K/LO-Γ mode made possible by the leading role of the surface polar phonon. On behalf of
SPP assisted recombination, its magnitude is dependent on the Frolich coupling constant,
but also on the SPP phonon frequency, as this would heighten the maximum carrier
kinetic energy necessary for recombination to occur, and thus the phase where these
transitions can take place. As an examples, Al2O3 presents a relatively energetic SPP2

(the highest energy substrate remote phonon) and a big β factor (see section 2.4.6) while
for HfO2, the small energies of its phonons penalizes the DoS available for recombination.

To finish this section we will review the phonon dynamics by means of the averaged
temperatures of the four modes considered in the model, which are plotted in figure 5.18.
The reduction of temperatures observed in the intrinsic modes shows the relevance of
the competing nature of the surface polar modes when a substrate is present. Using
graphene on Al2O3 supposes a reduction of intrinsic acoustic and optical phonon heating
of 45% and 30% respectively, while for the rest of the substrates it oscillates around
∼ 25%. Also, the maximum temperatures are achieved sooner due to a prompter filling
of low energy states in the range of hundreds of femtoseconds, from when SPPs start
to dominate as seen in figure 5.15 (b). Surface polar phonon modes heat to a lessen
extend in comparison with intrinsic ones. This is because wavevector transitions in these
interactions are restricted due to the angular distribution of the probability, as previously
commented in section 3.2. As a result, phonons are heated only around a narrow area
close to q ≃ ωSPP/vF , which leads to averaged temperatures colder than in intrinsic
modes. Maxima are reached sooner as the phonon energy is larger, as it happens also
between the acoustic and optical intrinsic branches. The fast decay rates associated to
surface phonons allows them to completely achieve thermal equilibrium within the 10 ps
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that the simulation lasts.

5.2 Experimental characterization of relaxation
processes

One approach to experimentally observe the relaxation processes after photoexcitation is
the time-resolved differential transmission spectroscopy (DTS). This kind of methods rely
on the so-called pump and probe experiments [283], which consists in exciting a sample
with a strong stimulus (pump), and obtaining a measure with another one (probe). In
the case of DTS, and in order to measure such fast processes, ultrashort laser pulses
are employed [284]. Figure 5.19 (a) illustrates the concept of a pump-probe experiment
in transmission configuration. The pumping is depicted with the large pulse that is
reaching the sample. Due to the interaction of this intense optical beam, part of the
power from the pulse would be absorbed and the sample would turn to an excited state.
Another pulse with a certain delay is shot into the same area, and after passing through
the sample is measured with a proper device. The time resolution is obtained by means
of controlling the delay between the two pulses: if the probe arrives before the pump
(t − t0 < 0), the measured signal would be related to the transmittance corresponding
to the sample in equilibrium, usually identified as T0. On the other hand, if it arrives
after the pump has reached the sample (t − t0 ≥ 0), since the system has been in an
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Figure 5.19: (a) Depiction of a pump-probe experiment: the blue optical pulse represents the
pump excitation at the instant t0 of incidence on the graphene sample. The red pulse, which is
delayed a time t − t0 with respect to the pump beam and examined after passing through the
sample, represents the probe beam. (b) Generation of a photocarrier population of electrons
and holes at ±~ωpump. (c) Probing after a time t− t0 when the carrier distribution has evolved
from the excited state. Pauli blocking due to occupied states at ~ωprobe increases the sample
transmittance.

excited state, different values of the transmittance could be measured as a function of the
delay. Such time-dependent signal reveals information about the dynamics towards the
equilibrium inside the sample. The difference between the signal obtained in equilibrium
with that obtained at a time t > t0 is denoted as ∆T (t). The results of differential
transmission are represented as ∆T (t)/T0.

The (intense) pump beam produces a large population inversion, as depicted in fig-
ure 5.19 (b), due to the absorption of some photons with energy ~ωpump. In the particular
case of graphene, carrier optical response could be divided in intraband and interband
transition processes [285, 54, 286]. These interactions become more or less dominant de-
pending on the wavelength of the probe pulse: in the infrared and shorter wavelengths,
interband transitions dominate. In this case, when the probe signal arrives there are
fewer electrons in the valence band that can promote to the conduction bandin compar-
ison with the system in equilibrium, as depicted in figure 5.19 (c). Also, the existence
of occupied states in the conduction band, supposes another drawback for these tran-
sitions, usually referred to as Pauli blocking [57]. As a result, in these wavelengths an
increase in transmission is observed with respect to that obtained in equilibrium. On the
contrary, in the far-infrared region and below, intraband free-carrier absorption would
dominate [274, 264], in good accordance with a Drude model [287]. Therefore, in this
wavelength range, a larger proportion of the probe beam power would be absorbed after
photo inversion due to a larger number of existing free carriers in comparison with the
equilibrium situation.

In collaboration with the group of Ultrafast Lasers and Magnetodynamics Spec-
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Figure 5.20: Pump-and-probe setups employed for differential transmission spectroscopy
in graphene. (a) Degenerate non-collinear setup used in the group of Ultrafast Lasers and
Magnetodynamics Spectroscopy from the University of Porto. Modifications done in the optics
laboratory of the University of Salamanca, using (b) a single 2 inch lens, and (c) two independent
lenses with different focal lengths.

troscopy from the University of Porto (Portugal) we carried out differential transmis-
sion spectroscopy experiments in graphene. The employed set-up is illustrated in fig-
ure 5.20 (a). It has the following features: a Titanium:Sapphire ultrafast oscillator
provides sub-8 fs laser pulses with central infrared wavelength of 800 nm, with repetition
rate of 80 MHz and energy of 2.5 nJ. After a dispersion compensation block, the pulses
are separated between pump and probe by a thin low dispersion beam splitter. 2% of
the power is left for the probe line. Since both beams come from the same source, both
share the same spectrum. This is call a degenerate setup 3. Pump then is reoriented in a
periscope which twists the polarization by 90 degrees. Probe line is made to go through
a delay stage, controlled by a electromechanical stepper with steps of 0.4 µm (temporal
delay of ∼2.6 fs). Afterwards the two beams are aligned in parallel, and then focused
into the sample with a parabolic mirror. Then, the two signals reach the sample in a non
collinear way. This means that pump and probe beams propagate in different directions
at the point they hit the sample. This design offers a good signal-to-noise ratio, since
the pump power does not reach the detector. However, it requires special care on the
alignment of the two beams in order to hit the same spot in the sample.

The measuring stage is composed of the following components. First, due to the low

3Experimental arrangements involving different colors for exciting and measuring beams are called
two-color pump-probe setups.
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Figure 5.21: Photographs of the experimental setup in the optics laboratory of the Univer-
sity of Salamanca. Left and right pictures correspond to figure 5.20 (b) and figure 5.20 (c)
arrangements, respectively.

relative differential signal that graphene offers (in the order of 10−4), it is necessary some
filtering in order to isolate it from any noise sources that might mask it behind. Lock-in
amplification [288] is usually employed with this purpose. By chopping of one of the
signals at a frequency ω1 and another ω2 the amplifier allows to filter the signal at ω =

ω1+ω2, coinciding with a peak in the Fourier transform for the product of the two periodic
functions. A polarizer and a spacial filter (pin-hole) are used to minimize the possible
scattered light originated by the pump hitting the sample that arrives to the measurement
device. Afterwards, the signal is focused on a photodiode for the measurement of the
transmitted signal. A further step would be the measurement of the differential signal
with spectral resolution by taking advantage of the wide spectrum of an 8 fs pulse. A
spectrometer would then be used instead of a photodiode. Also, more sophisticated
signal filtering methodologies would be needed. The employed samples were supplied by
GRAPHENEA, and were composed of a single multi granular graphene layer grown by
chemical vapor deposition on copper, and transferred to a 500 µm quartz substrate, as
already presented in section 3.1, with its Raman spectrum plotted in figure 3.4.

The experimental characterization of the photoresponse of graphene revealed to be
extremely challenging. Initially, we started by measuring differential signal in materials
like ZnSe4, whose response does not require fine filtering. This allowed us to perform the
initial tuning and optimization of the setup. An example of the differential is shown in
figure 5.22. However, in the case of graphene the results were not satisfactory. A simple
set-up without spectral resolution did not allow detecting the photoresponse. At this
stage, the main hindrances for obtaining the differential signal were attributed to the
uncertainty of spatial overlap between pump and probe beams in the 1-atom thin layer

4In this material, a non-linear two-phonon absorption process creates the population inversion. Then
the differential transmission is negative due to Drude absorption of free carriers [289].
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Figure 5.22: Differential transmission signal obtained for (a) a ZnSe sample used to test an
calibrate the system, and (b) a graphene sample deposited on a quartz substrate.

of graphene. So, the use of parabolic mirrors was a major issue. However, the alternative
approach, that is, the use of glass lenses is not feasible with ultrashort pulses due to the
chromatic and spatial dispersion that its use would imply.

In order to try to avoid the problems related to the setup without spectral resolution,
the major part of the setup was brought to the optics laboratory of the University of
Salamanca, in collaboration with the research group in Photonics and Laser Applications.
There, the facilities include a two-stage Titanium-Sapphire laser, with an output from the
oscillator of pulses with a temporal length of 120 fs centered at 795 nm wavelength a 1 mJ
energy. With this parameters, the compensation block was not necessary, and glass lenses
could be used to focalize the two beams in the sample, as illustrated in figure 5.20 (b) and
(c). The two variations were tested. Using two individual lenses for each of the beams
allowed for a better control on the relative spot sizes in the sample, and correcting
aberrations obtained with a larger non-centered lens. After all these modifications to
the experimental setup, we obtained the differential signal shown in figure 5.22 (b).
However, we did not manage to obtain a cleaner signal and in a repeatable way. A
possible issue was the instability of the alignment, as the experimental setup was quite
far from the oscillator, which prevented day-to-day repeatability. Also, there was still
some uncertainty about the spatial overlap of the two beams on the graphene sample.

Finally, we decided to analyze the results of our simulations with some of the ex-
perimental data found in the literature. To achieve this, EMC simulations (where the
most critical parameters were set according to the the experimental conditions) have
been performed. In figure 5.23 the differential transmission traces were calculated from
the time-dependent distribution function taking into account that for wavelengths in the
infrared and visible range, the transmittance depends on the distribution function as

122



5.2. EXPERIMENTAL CHARACTERIZATION OF RELAXATION PROCESSES

0

0.2

0.4

0.6

0.8

1

0 0.2 0.4 0.6 0.8 1

0

0.2

0.4

0.6

0.8

1

0

0.2

0.4

0.6

0.8

1

0 1 2 3 4 5 6 7 8

T
/
T 0

(n
or

m
)

t− t0 (ps)

exp. data [275]
EMC

0

0.2

0.4

0.6

0.8

1

0 0.2 0.4 0.6 0.8 1

suspended (a)

T
/
T 0

(n
or

m
)

exp. data [290]
EMC

0

0.2

0.4

0.6

0.8

1
SiO2 (b)

T
/
T 0

(n
or

m
)

t− t0 (ps)

exp. data [131]
EMC

0

0.2

0.4

0.6

0.8

1

0 1 2 3 4 5 6 7 8

SiC (c)

Figure 5.23: Experimental (symbols) and simulated (solid lines) normalized DTS as a function
of the delay between pump and probe pulses for (a) suspended graphene, (b) graphene on quartz
(SiO2), and (c) graphene on SiC. Simulations weere made setting the initial conditions so that
they would resemble the photoexcited situations given the pump pulse wavelength and power for
each of the experimental results that were obtained (a) from fig. 1 in [275], (b) from fig. 1 (d)
in [290], and (c) from fig. 1 (b) in [131].

∆T /T0 ∝ [∆fh(− 1
2~ωpht)+∆fe(

1
2~ωpht)] [268], where ∆fe,h(ε) represents the difference

in the occupation probability of electrons and holes, respectively, at energy ε with re-
gards to the system in equilibrium. We find experimental and simulated data to be in a
good agreement, which confirms the excellent performance of the developed simulator.
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Chapter summary

EMC modeling of relaxation dynamics

In this chapter we have explored the relaxation dynamics in graphene through the EMC
technique. We have observed and analyzed the carrier multiplication phenomena at-
tributed to Auger processes. Its dependence is directly proportional to the photon wave-
length, and inversely proportional to the photocarrier density. Collinear processes can
contribute to a substantial deal of interband carrier cooling (recombination of excess
carriers) when the photocarrier concentration is long enough, due to early filling of low-
energy states. From a modeling perspective, not taking into account collinear processes
provokes an overestimation of the carrier temperature at the very early stages. The
fact that hot phonons suppose a bottleneck for carrier cooling has been demonstrated.
This effect slows down the intraband energy relaxation due to the growth of excited
phonon absorptions. On its behalf, out-of-equilibrium phonons suppose a deceleration of
the interband balancing due to an interplay of the resulting hotter electron temperature
and collinear scattering. Finally, the tunability of these relaxation properties via the
choice of the polar substrate has been explored in depth, being impact ionization and
carrier-carrier thermalization damping via dielectric screening, enhanced cooling and re-
combination via carrier-SPP coupling the key factors to consider.

Experimental characterization of relaxation processes

Finally, we performed differential transmission spectroscopy measurements based on ul-
trafast (femtosecond laser) pump-probe experiments. Although we measured clear time-
resolved differential signals for other materials, obtaining measurements for monolayer
graphene turned out to be extremely challenging. The comparison of data found in the
literature and our EMC results show very good agreement on different substrates for
energies in the infrared spectrum.
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Graphene-based devices
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The study of carrier transport phenomena at the material level is of great importance
to understand and evaluate the potential of new materials, as in the case of graphene.
However, the use of novel 2D materials for the development of new generations of devices
is also extremely relevant, particularly in the framework of today’s electronics, where the
end of the roadmap and Moore’s law pushes forward the search for alternatives to Silicon.
In this context, it is of primary importance to investigate the behavior of 2D materials
when they are part of a device, like a transistor, or a diode.

A Monte Carlo device simulator can be regarded as an extension of the bulk material
simulator in which some conditions (like the electric field, carrier density, temperature,
etc.) are local, that is, they change in space depending on certain external conditions,
such as the potential applied to the contacts.

The objective of this chapter is to present a preliminary version of a Monte Carlo
device simulator for electronic devices based on graphene, and potentially other 2D ma-
terials. It is organized as follows: The improvements needed to transform the material
simulation tool into a device simulator are presented in section 6.1. Section 6.2 provides
an introductory review of the operating physical principles of graphene-based field-effect
transistors. Finally, some results of a GFET simulated with the Monte Carlo device
simulator are presented in section 6.3.

6.1 Monte Carlo device simulator for 2D materials

In the material simulator we could just assume an extrinsic carrier density as a condition
for the simulation. On the other hand in a device, the carrier density can change across
the position of the channel and depending on the conditions imposed to its terminals. We
defined the quantity ξ as the density of states that a Monte Carlo particle represents in
the EMC material simulator. So, now that the real space comes into play, it is necessary
to take into account the Monte Carlo particle to electron or hole equivalence. So, let us
introduce the parameter PE (standing for particle equivalent), which is the number of
electrons or holes that a Monte Carlo particle represents.

The most important issues for the device simulator are the spacial constraints and
definition of the materials, the motion of the particles on a locally varying environment,
and the self-consistent calculation of the electric fields. All these topics are detailed in
the following subsections.

6.1.1 Geometric definition and transport boundaries

The first requirement to build a a device simulation tool is the geometric description.
The device definition is made on a Cartesian basis, r = (x, y, z). This space is discretized
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in a mesh whose spacings are defined fo every of the three axis: δxi, δyj and δzk. In this
space, we consider the graphene (or 2D channel) to be in the plane z = 0, so the carrier
motion is restricted to the x and y directions. Assuming the limit case in which the
channel is an ideal flat 2D entity, the graphene layer is considered to be placed between
the cells with z > 0 and z < 0. The two set of cells right above and below the graphene
plane correspond to the separation between the channel itself and the top and bottom
substrates. So, the dimensions of these two layers are forced to be δz0 = δz−1 = dVdW

(which, for graphene is ∼4 Å). This is a quite small distance; dividing the space with
an homogeneously sized mesh for devices with typical height dimensions of hundreds
of nanometers, would produce a very large number of cells. Due to the computational
requirements to solve the electric field –that will be seen in the forthcoming subsection–,
we are interested in reducing the number of cells in the z direction. To achieve this, we
set a gradual increase of the cells size as the these are further from the graphene sheet.
The relative increase is a configurable factor, usually small enough (< 10%) in order to
ensure that the distance mismatch does not suppose a problem for the solution of the
electric field.

After setting the mesh spacings and device dimensions, in each of the cells the type of
material for every given coordinate (i, j, k) within the device limits is defined. In general,
two kinds of materials (apart from the graphene layer itself) are considered: dielectrics
(which include air and vacuum), and metallic contacts. By default, cells right below
and above z = 0, where the graphene sheet is placed, are considered vacuum –i.e. these
represent the separation between the graphene or 2D material sheet, and the top and
bottom substrates–. However, if any other material is associated to these cells, it is
assumed that there is an edge in the 2D conductive medium. Consequently, a boundary
condition for the carrier motion must be set. If at the other side of the edge there is a
dielectric cell, then the carrier is specularly reflected. Further considerations like charge
trapping by edge states or edge roughness (non-specular reflection) are not included in
the initial version of the simulator. On the other hand, if the edge is an interface with a
metal, the carrier is considered to be absorbed by the metallic contact1, and taken out of
the simulation. In these cases of carrier absorption by a contact, the event is accounted
for in order to determine the instantaneous (at a given time step ∆t) electric current
associated to that contact.

Some device geometries, like typical planar FETs, under the assumption of large
device width, allow the consideration of a simple projection of the structure. Although

1There is a special case of metallic contact considered in the simulator used to measure potentials,
instead of injecting charge and setting a voltage. In these, no electric current is allowed (either by
injection or absorption), and therefore carriers are reflected as in the case of a 2D material/dielectric
edge.
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the simulation tool has been designed to consider also any arbitrary 3D structure, in this
thesis we focused in graphene FETs, where the previous assumption can be considered
true for being one of the dimensions homogeneous. In this case, a single plane (xz) is
considered, and therefore the transport in the y is not relevant.

6.1.2 Self-consistent electrostatics

While in the bulk material simulator we considered quantities such as the electric field
and carrier density to be homogeneous in space, in a device their local variations must be
taken into account. The electric field inside a device is the result of the voltages applied
to the terminals, and the local charges that exist in each cell of the simulation domain.

The calculation of such fields is done from the local electrostatic potential ϕ(x, y, z)
calculated by solving the Poisson equation:

∇2
rϕ(r) = −ρ(r)

ϵ(r) , (6.1)

where ρ(r) is the local density of charge, and ϵ(r) is the electric permittivity of the
medium. In practice, equation (6.1) is translated into finite differences and solved nu-
merically in the nodes of the mesh grid, so ρ(r) becomes ρi,j,k.

As it regards the graphene or 2D material sheet, the free charge within the cell is
accounted for adequately weighing the in-cell flight time. So every time a particle flies
an amount of time τfc inside a cell, its charge associated to the carriers is increased by
∓ePE τfc/∆t, where ∓e accounts for the electron or hole charge. Then, after the time
step has finished, the surface charge associated to each node is computed as:

σi,j,0 =

∑
Qc

i,j∑
Ai,j

, (6.2)

where the summation is performed over the four cells surrounding the node at z = 0,
Qc

i,j is the net charge corresponding the cell at (i, j) resulting from the carriers accounted
for during the flight of the particles along this cell, and Ai,j = δxiδyj , its area. The
conversion to a volumetric charge is done as

ρi,j,0 =
2σi,j,0

δz0 + δz−1
. (6.3)

A complete description of the electrostatics in the device requires some additional
considerations regarding the Poisson equation, by setting the appropriate boundary con-
ditions in particular regions. In the device limits (the external limits of the mesh grid),
we set Neumann conditions:

∂ϕ(r)
∂n⊥

= 0, (6.4)
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where n⊥ is the normal vector to the surface. In the dielectric/dielectric interface, where
a non-zero net surface charge σ2 can exist, the displacement vector must verify its con-
tinuity across the surface:

[ϵ(rA)E(rA)− ϵ(rB)E(rB)] · n⊥ = σ(r). (6.5)

Finally, in areas (nodes) where there are metallic contacts we impose Dirichlet conditions:

ϕ(r) = Vcontact, (6.6)

where Vcontact is the potential applied to the contact connected to that metallic region.
Finally, the 2D electric field in the plane of the conducting material is computed at

the cells as:

Eij = −1

2

[
ϕi+1,j,0 − ϕi,j,0 + ϕi+1,j+1,0 − ϕi,j+1,0

2δxi
,

ϕi,j+1,0 − ϕi,j,0 + ϕi+1,j+1,0 − ϕi+1,j,0

2δyj

]
. (6.7)

Afterwards, the value of the charges stored in each cell is reset to 0 in order to account
for them in the following time step.

6.1.3 Motion of classical particles in graphene

As we have seen, the motion of the particles involve the application of some conditions
concerning the boundaries of the cells in the plane of the graphene sheet. Besides, particle
motion should obey the locally varying electric field. To achieve this, the crossing points
of the classical particle flights with the mesh edges must be detected. So when a particle
undergoes a free flight, it must be checked if during this displacement, the particle crosses
any of the boundaries of the current cell. In general, this involves calculating how much
time it would take to a particle with a given initial state and under the action of a local
electric field to reach each of the four borders of the cell, as illustrated in figure 6.1 In
this graphical example, the particle exits the cell from its bottom edges, corresponding
with a displacement in the y direction equal to −δy−, after a flight time in the cell of
τfc = τy−. The time τx+ would not be considered for being larger, and the exit times
related to the distances δx− and δy+ take negative values, and therefore represent a time
in the past.

Computing these times requires solving the equation(s)

δλ =

[
vs(k0) +

∫ τλ

0

vs

(
k0 +

q
~E
)]

· u, (6.8)

2This surface charges could be attributed to a interface between two dielectrics, but also to the
graphene or 2D material free charge. Tests considering volumetric charge (general Poisson equation)
and surface charge, showed no relevant differences for the solution of the electrostatics.
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where λ represents the direction of displacement, so δλ equals δx+, −δx−, δy+, or δy−, q
is the charge of the particle, and u is the director vector of the axis parallel to δλ.

While for parabolic bands these equations have an analytic solution, in graphene
finding this exit times is a more complicated task. On the other hand, the right-hand
side of equation (6.8) evaluated for a time τ , and yields an analytical expression easily
computable, and depends on s, k0, τ and E. We will call this classical displacement
δrMLG(s,k0, τ,E). Taking it as a starting point, an efficient iterative approach that has
been developed as follows: first, the instantaneous particle velocity is evaluated according
to its current state, v0 = v(s,k0). The four exit times are computed assuming a constant
velocity (v0), and the smallest positive one is considered to be the only appropriate time
τfc, as seen in figure 6.1) i.e.,the flight time to exit the cell. The location after this flight
is r′ = r0 + δrMLG(s,k0, τfc,Ei,j). Now, we consider two possibilities: the first one is
that r′ is far from the edge. In this case, if the particle is inside the same cell, r′ is taken
as a new r0, and the wavevector is updated. Conversely, if r′ is outside the cell, the final
position after the flight is computed again but considering progressively reduced flight
times (each time reduced by a factor 1/2) until the final position of the particle is again
inside the cell. With the new r0, the process is repeated until the position after the flight,
r′, is met (this is the next possibility). The other possibility one is that r′ is “close” to
the edge. In such case, the particle would be put right in the edge by considering a new
short flight with constant velocity. The wavevector is updated according to the total
flight time, and, if the resulting velocity points out of the cell, the boundary condition
existing in the edge is applied. We consider the particle to be “close” to the edge when
its distance to the border is below a configurable factor (taken usually as 2%) of the cell
dimensions. With this method, we obtain a fast solution for the exit position and flight
time in the cell, at the expense of a reasonable small error in the accuracy of the particle
displacement.

During this thesis we focused in the usual planar field effect transistor structures.
In these devices, if the geometry is homogeneous in the transversal (y) direction and

end of τf

τx+

τy−δ y
+

δ y
−

δx− δx+

τy+

τx−

x

y
z

Figure 6.1: Cell exit times of a classical particle subjected to electric fields. Grey lines represent
the mesh edges, and the thick orange arrow, the particle displacement path.

130



6.2. PHYSICAL PRINCIPLES OF GFET OPERATION

the width is large enough, border effects can be neglected, and we can stick to a 2D
projection (in the xz plane) of the device. As a results, the in-cell flight times only
depend on two boundaries, speeding up the calculations. In the following section, we
present the operation principles of these devices.

6.2 Physical principles of GFET operation

Since the presentation of the first functional graphene-based field effect transistor, some
works [291–296] have theoretically tackled the physical principles that rule their opera-
tion. In figure 6.2 we show the section of a dual gate graphene FET structure, where
the conductive channel sits on a thick (usually 300 nm) dielectric with a doped Silicon
wafer that serves as a bottom gate. A thin, usually high-κ dielectric isolates the channel
from the top gate. Source and drain are separated by a distance L. Now let us assume
the energy diagram at a particular position x, as presented in figure 6.3 (a) [296, 294].
The diagram represents, at each position across the length of the device, the electrostatic
conditions in the channel. Here, ϕa/b are the oxide/graphene or oxide/metal energy off-
sets that arise from differences in the electronic affinities of the materials, VBG and VTG

are the potentials applied to the bottom and top gates, and Eoxi are the voltage drops
across the oxides. As it regards the channel, the energy of the Dirac point is determined
by the electrostatic potential −eVch, determined by the bias point and the charge inside
the channel, which is related to the Fermi energy, εF .

In figure 6.3 (b) we present the longitudinal view of the energy of the Dirac point, and
the Fermi energy for some bias conditions. We assume VS = 0 and VGS = VG −VS, being
the potential in both gates the same for simplicity (VG = VTG = VBG). As the Fermi
energy in the close vicinities of the source and drain electrodes is set as εF (x = 0) = −eVS

and εF (x = L) = −eVD, one or two differentiated regions with electron or hole majority

top gate (TG)

source (S)

bottom substrate (ox1)
doped Si bottom gate (BG)

z

x

graphene
sheet

(D) drain
top dielectric (ox2) tox2

tox1

L

Figure 6.2: Section of the double gated GFET structure of length L. The red dashed line
represents the simulation domain.
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Figure 6.3: (a) Energy diagram at a position x of the channel considering the top gate
configuration. The structure represented at the bottom corresponds to figure 6.3. (b) Schematic
representation of the distributed carrier density, Fermi level and energy of the neutrality point
along the channel for different bias configurations [297]. Values of VVG = VBG = VTG, and
VGS = VG − VS > 0 were chosen in the example.

carriers may appear along the channel [296, 297] with the extension of the n-type and
p-type regions depending on the polarization conditions.

This electrostatic analysis, along with the gapless band structure of graphene sets the
basis for the appearance of ambipolar transport, and therefore the physical impossibility
to effectively switch off a GFET device in this configuration.

6.3 Monte Carlo results
In this section we show some preliminary results of a graphene FET like the one presented
in figure 6.2. The dimensions of the simulated device are L = 200 nm, tox1 = 300 nm,
tox2 = 30 nm, and the dielectrics are SiO2 for the bottom substrate, and h-BN for the
top substrate. No offsets between the oxides and the metals or the graphene sheet
were considered, and the potential at the source contact is taken as the reference voltage
(VS = 0). In figure 6.4 (a) the transfer characteristics for various source-to-drain voltages
are shown. It can be seen that the minimum conductivity is achieved at zero gate bias.
However, when the gate voltage is varied the current is never cut, in agreement with
the expected behavior of a FET with a graphene channel, due to its inexistent band
gap. As a result of this feature, we observe the two different branches associated to the
well differentiated majority hole and electron contributions to the device conductivity at
strong gate bias. Between both branches we have the Dirac voltage, where the minimum
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Figure 6.4: Device Monte Carlo simulator results for (a) the transfer, and (b) the output
characteristics of the simulated graphene FET.

conductivity is achieved for a given value of VDS. It must be highlighted that even at
small gate polarizations, very high minimum currents are obtained as the source-to-drain
voltage is raised, obtaining ∼400 µA/µm and ∼800 µA/µm for VDS = 0.3 V and 0.6 V,
respectively. There is a displacement of the Dirac voltage towards larger gate voltages
as higher drain biases are applied, in agreement with experimental observations [298]
and other theoretical predictions [296, 299]. The output characteristics for various gate
voltages are presented in figure 6.4 (b). No clear saturation trend is observed. The
behavior of these ID − VDS curves is compatible with predictions from drift-diffusion
models for GFET devices with high-mobility channels [299].

In order to provide further insight into the feature of ambipolarity discussed with
regards of the transfer characteristics, we plot in figure 6.5 (a) the concentration of
electrons and holes in the channel as a function of the applied voltage, and in figure 6.5 (b)
the contribution to the total drain current density of each carrier type at VDS = 0.3 V.
The gate shows a strong control over the populations of electrons and holes, as it can
be deduced from the relative larger densities of electrons at high positive VGS, and holes
at negative VGS. As a consequence, most of the current is contributed by these distinct
majority type of carriers, at it can be seen in figure 6.5 (b), which gives origin to the two
branches previously discussed. The zero Fermi energy (n = p), corresponding to the Dirac
voltage, is shifted towards positive values of VGS (around 0.2 V), being both populations
much larger than the equilibrium population at T0 [300]: n ≃ p = 2 × 1011 cm−2 ≫
π/6(kBT0/~vF )2 ≃ 9 × 109 cm−2. As the result of a non-zero drain bias, a negative
Fermi level may appear in the vicinities of the drain contact (for a drain bias large
enough, VD > VG), leading to the induction of a hole population, and a positive Fermi
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Figure 6.5: (a) Carrier concentration of electrons and holes, and (b) current attributed to
each type of carriers as a function of the gate voltage for VDS = 0.3 V.

level in the vicinities of the source contact (as VS < VG). So, the existence of a non-
negligible carrier concentration along the channel, either composed mainly of electrons
or holes, provokes the device to never completely switch off.

To illustrate this control dependence of the carrier density in the vicinities of the
contacts due to the voltage drop between source/drain and the gate, we plot in figure 6.6
the electron carrier density along the GFET channel for various source-to-drain biases.
Note that electrons are the majority carriers, since in all cases VGS > VDS. Close to
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Figure 6.6: Electron concentration, n along the channel of the simulated GFET for various
drain-to-source biases and VG = 2 V.

the drain contact, it can be clearly seen how the population of electrons is reduced as
we set larger drain voltages. This is accompanied by a progressive increase of the hole
population, specially close to the drain contact.

In summary, the simulator correctly reproduces the basic features of transport in
graphene-based field-effect transistors.
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Chapter summary
From the base of the graphene material simulator employed along the previous sections,
a device simulation tool has been developed.

A brief introduction to the basic physical operation principles of graphene FETs is
presented, with especial emphasis of the well differentiated electrostatic doping induction
situation that occur due to distinct bias conditions.

In an early stage, we are able to simulate some features of the graphene based FET
behavior as seen in the literature. The ambipolar transport appear evident in the transfer
characteristics, and the control of the gate in the carrier population of electrons and holes
was demonstrated.
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7.1 Conclusions

Monte Carlo transport model

A simulation tool of stochastic electron and hole transport in graphene based on a
Monte Carlo approach of the semi-classical Boltzmann Transport equation has been pre-
sented. The fundamental intrinsic scattering mechanisms are included based upon first-
principles calculations, interaction between electrons were included as well by considering
the screened Coulomb potential. The model also includes critical out-of-equilibrium ef-
fects for the correct description of the carrier dynamics at high fields, like Joule heating
and out-of-equilibrium phonons. Interband carrier-carrier scattering was included for
the first time in a graphene Monte Carlo model, considering a parameter-free formal-
ism that takes into account the phonon-induced transitions and many particle collinear
interactions. The extrinsic scattering mechanisms considered were charged impurities,
crystalline defects and the effect of the substrate via surface optical phonons.

Carrier transport phenomena in Graphene

By including extrinsic interactions due to the underlying substrate, and setting impurity
densities and defects with levels compatible with those reported in the literature, good
agreement of mobility and velocity versus field curves between the simulation results
and experimental measurements were achieved. So, the model can describe the basic
transport characteristics for a reasonable range of applied electric fields. Also, a full
description in terms of the field and carrier density dependence of the drift velocity
was introduced into a drift-diffusion simulator for graphene-based field effect transistors
devices. The performance and stability was analyzed in terms of scaling, channel quality,
an bias point.

We analyzed hot electron phenomena in graphene at high fields. A case study from a
modeling perspective was made upon the consideration of the hot phonon and self-heating
effects of graphene on SiO2. Our work indicate that hot phonons are the effect that has a
greatest impact on drift velocity, while self heating is of secondary importance. The onset
of the two effects is additive as it concerns the reduction of drift velocity. Self-heating
is critical for a correct definition of the graphene layer temperature, as the increased
proportion of phonon absorption reduces the emitted power per unit area, and therefore
the temperature. High-energy phonons heat to a higher extent due to electron-phonon
scattering, while the population of the low-energy ones (especially the 59.9 meV SiO2

SPP) is more sensitive to the temperature increase.
Soft and gradual impact ionization shows a dependence on the Fermi energy. At high

fields, the total current, as seen from the contribution of electrons and holes, follows
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a linear trend with the electric field. As a result, the graphene temperature becomes
a function of only the electric field unless the extrinsic doped concentration blocks the
generation of electron-hole pairs. The effect of the substrate (a reduction of the excess
carrier density) is attributed to an enhanced screening of carrier-carrier interactions and
additional carrier cooling due to SPP scattering. Impurities also reduce impact ioniza-
tion.

Fluctuation phenomena in graphene

The stochastic nature of the Monte Carlo method applied to the diffusive Boltzmann
equation was employed to analyze the fluctuations of several quantities relevant to the
transport phenomena in monolayer graphene.

A method to study differential mobility via analysis of the velocity response function
after a small perturbation of excess carriers was employed. Along with the calculation
of the diffusion coefficient from the spectral density of velocity fluctuations we were able
to calculate the frequency-dependent noise temperature. At small fields, Tn calculated
by this method correctly approaches room temperate, and the obtained values at high
fields are comparable to those observed in GaAs and semiconductor nitrides. Comparison
between substrates reveals a strong dependence on the SPP interactions, which reduce
low-frequency noise due to a higher differential mobility. In the case of graphene on SiO2

the emitted noise power at low frequencies is noticeably reduced as compared to the case
of suspended graphene, and to a lesser extent to the case of graphene on h-BN.

Under transient conditions arising from switching electric fields from high-to-low and
low-to-high, we studied the velocity fluctuations of carriers in suspended graphene, and
graphene on SiO2 and h-BN. The evolution of carriers during the transition between
the two stationary states was analyzed from a microscopically perspective (wavevector,
energy and drift velocity). Velocity fluctuations were analyzed by means of a two-time
correlation function, decomposed into thermal and convective contributions. In low-
to-high transients of the velocity autocorrelation function steepens with time after the
switching. This, in conjunction with the occurrence of negative values, provokes that the
spectral density of velocity fluctuations reaches a temporal maximum at low frequencies,
and a spectral maximum at frequencies in the THz range. It was found that in the changes
on the wavevector orientation (convective term) dominate over the energy fluctuations
(thermal term). In the high-to-low field transient, the correlation drop becomes softer
the longer is the time after the switch, leading to a Lorentzian-like spectral density of
velocity fluctuations that grows with time at small frequencies.

The non-linear response of the drift velocity was examined as a possible approach
to generate high-order harmonics under the application of an oscillating electric field.
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Distinct instant ensemble velocity was observed depending on the frequency of the ap-
plied field and on its magnitude. By means of the Fourier coefficients, it was revealed
that the highest harmonic power is obtained for lower frequencies and high fields. Be-
sides, the resulting noise from velocity fluctuations was analyzed in order to evaluate
the background noise that can hinder the detection of the generated harmonics. With
such purpose, the spectral density of the periodic velocity autocorrelation function was
evaluated. Discrete Fourier transform of individual particle velocity history yields the
same spectral results for the noise and harmonic contribution. Finally, the possibility
to generate and detect high-level harmonics is evaluated as a function of the threshold
bandwidth obtained from the quantities previously obtained. Third harmonic could be
detected with bandwidth of 10 GHz at 50 GHz and 300 GHz, but a 0.1 GHz bandwidth
would be needed to detect the fifth harmonic for fAC = 300 GHz and the ninth for
fAC = 50 GHz with EAC = 10 kV/cm. These are more restrictive values than those
found in III-V compounds, although it should be taken into account that the hot phonon
effect and carrier-carrier scattering is a great source of velocity fluctuations, and hence
of background noise.

Ultrafast dynamics of photoexcited carriers

We studied the carrier dynamics of photoexcited intrinsic monolayer graphene, observing
its dependence with the photon wavelength and the photocarrier density. The general
energy evolution of the carrier ensemble was identified in terms of the carrier temperature.
At short timescales (tens of femtoseconds) the dynamics are ruled by intraband and
interband carrier-carrier scattering, provoking a quick drop of the carrier temperature.

Due to the initial free states at low energies, and the highly energetic photocarrier
distribution, impact ionization generates a great amount of electron-hole pairs around the
first 100 fs. Maximum carrier multiplication up to a four-fold increase of the free carriers
was observed, being linearly dependent on the relation between the photon energy and
the photocarrier density.

The previous process leads to the appearance of a thermal distribution. Afterwards
the relaxation is starred by cooling due to the power transference from the carriers excess
energy to phonons. At the picosecond scale, phonon assisted recombination pathway
rules the interband cooling stage. Hot phonons are revealed to be a relevant factor in
the carrier dynamics. Due to phonon emission of hot electrons, these become out-of-
equilibrium, increasing the absorption/emission ratio, thus preventing a faster cooling of
the electron/hole system.

A comparison between different substrates is offered. Background screening is relevant
during the first instants of thermalization, as it damps collinear interband carrier-carrier
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interactions, thus reducing the carrier temperature decay rate. Furthermore, at longer
times, the additional relaxation pathways that the substrate offers via SPP scattering
accelerate carrier intraband cooling and the recombination rates. Besides, it was shown
that adding competing cooling pathways (SPPs) damps intrinsic phonon heating.

Experimental characterization of these processes have been attempted by means of
pump-probe differential transmission spectroscopy techniques. Some hindrances were
found concerning the experimental alignment and amplification, and it was extremely
difficult to get clear and repeatable results. On the other hand, we simulated differential
transmission signals from the Monte Carlo results, finding good agreement with data
found in the literature.

Graphene-based devices

The fundamental basis to extend the Ensemble Monte Carlo simulator to the device level
was developed and presented: geometric definition, carrier motion in the real space, and
self-consistent electrostatic solving is detailed.

The inherent bipolar transport in graphene, results of its zero band gap, poses chal-
lenges that are not usual in traditional semiconductors. In the first version of the
graphene Monte Carlo simulator, for graphene-based FETs under small bias conditions
the simulations yields output and transfer characteristics with trends that are compatible
with literature reports and compact models. However, some improvements are needed
in order to deal with extreme bias conditions. This can be attributed to several factors,
the first one being related to problems in the carrier injection at large bias. The other
factor, is the influence of Klein tunneling, that can be of great importance in graphene
due to the lack of a band gap.

7.2 Current work and future prospects

During the elaboration of this thesis, I got involved in different topics that were not
contained in the initial research plan. Besides graphene, the simulator was made modular
and able to simulate other different 2D materials. At the point of writing this thesis, some
studies on silicene have been made. The related publications are listed in appendix B.

We are actively working on the modeling of MoS2 and other transition metal dichalco-
genides, with plans to study carrier diffusion, fluctuations and the effects of degeneracy
in these materials.

There is still work to do with respect to the material simulator, in order to make
it function under bias where now it fails. Once these issues are solved, effects of the
substrate, impurities and defects in the performance of GFETs could be theoretically
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evaluated. Also noise small-signal characterization will be attempted. The tool has been
prepared to deal with devices defined in the three dimensions, as well as planar structures
like self-switching diodes or ballistic deflection transistors, so these structures are also
planned to be studied once the device simulator is mature.

Finally, at the time of finishing this thesis, we are working on a electrodynamic
description of the carrier flow and electromagnetic fields via the finite differences in the
time domain method. The main purpose is to analyze the dynamic graphene response to
external perturbations and obtain the complex frequency-dependent AC conductivity.
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7.3 Conclusiones

Monte Carlo transport model

Se ha desarrollado y presentado una herramienta para la descripción del transporte es-
tocástico en grafeno, basado en el método Monte Carlo para el tratamiento de la ecuación
de transporte semiclásico de Boltzmann. El modelo incluye los principales mecanismos de
scattering obtenidos mediante cálculos basados en primeros principios; las interacciones
entre electrones también se incluyen mediante el potencial Coulombiano apantallado. El
modelo incluye además los fenómenos de no equilibrio críticos para una correcta descrip-
ción de la dinámica de los portadores a campos altos, como son el autocalentamiento
y los fonones fuera de equilibrio. Las colisiones interbanda se han incluido por primera
vez en un modelo monte carlo, considerando un formalismo libre de parámetros exógenos
para el tratamiento de los mecanismos portador-portador, y las transiciones asistidas por
fonones ópticos.

Carrier transport phenomena in Graphene

Mediante la consideración de interacciones extrínsecas al propio grafeno, como el sub-
strato adyacente, impurezas y defectos cristalinos a niveles compatibles con la literatura,
obtenemos un buen ajuste entre los datos obtenidos con el simulador y las medidas ex-
perimentales de movilidad y velocidad en función del campo aplicado. Por lo tanto,
concluimos que el modelo puede describir las características básicas del transporte en un
rango muy razonable de campos eléctricos. Además, se utilizaron los datos de las curvas
velocidad-campo obtenidos mediante este modelo en un simulador de deriva-difusión de
transistores de efecto campo basados en grafeno. De esta forma, se analizó el rendimiento
y estabilidad de dichos dispositivos en términos de su escalado, calidad del canal, y punto
de polarización.

Analizamos los fenómenos de portadores calientes en grafeno bajo la aplicación de
campos altos. Desde una perspectiva del modelado, se hizo un estudio caso a caso
respecto a la consideración de los efectos de fonones calientes y autocalentamiento en
grafeno sobre SiO2. Nuestro trabajo indica que los fonones calientes tienen el mayor
impacto en la velocidad de deriva, mientras que el autocalentamiento presenta menor
influencia, aunque el impacto de ambos se superpone cuando son considerados conjun-
tamente. La consideración de los fonones calientes es crítica a la hora de determinar la
temperatura de la lámina de grafeno, pues estos hacen incrementar la proporción entre
las colisiones de absorción y emisión, de modo que en último término se reduce la po-
tencia total disipada, y en consecuencia, la temperatura. Los fonones más energéticos
aumentan su población principalmente por la interacción electrón-fonón, mientras que
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los menos energéticos (especialmente el fonón polar superficial del SiO2 de 59.9 eV) son
más sensibles al incremento de la temperatura de la red.

Observamos una dependencia gradual de la ionización por impacto con el nivel de
Fermi. La corriente total obtenida mediante la contribución conjunta de electrones y
huecos, sigue un comportamiento lineal en función del campo cuando este es suficiente-
mente alto. Como consecuencia, la temperatura que alcanza el grafeno en condiciones
estacionarias es función sólo del campo eléctrico a no ser que el dopaje electrostático
sea lo suficientemente elevado como para bloquear la generación de pares electrón-hueco.
El efecto del sustrato (moderar la densidad de portadores en exceso) es atribuida al
apantallamiento de las interacciones portador-portador y al impacto de las colisiones con
fonones polares superficiales. También confirmamos la reducción de la ionización por
impacto mediante la adición de impurezas.

Fluctuation phenomena in graphene

La naturaleza estocástica del método Monte Carlo al transporte difusivo fue empleada
para el análisis de fluctuaciones de las magnitudes relevantes a los fenómenos de trans-
porte en grafeno monocapa.

Empleando de un método numérico basado en la introducción de una pequeña per-
turbación de los portadores en exceso, obtuvimos la movilidad diferencial. En conjunto
con el cálculo del coeficiente de difusión a partir de la densidad espectral de las fluctua-
ciones de velocidad, fuimos capaces de obtener la temperatura del ruido dependiente de
la frecuencia. A campos bajos, la temperatura del ruido se aproxima correctamente a la
temperatura ambiente, mientras que a campo alto los valores obtenidos son comparables
a los observados en GaAs y nitruros semiconductores. Se encontró una fuerte depen-
dencia de la temperatura del ruido con los fonones polares superficiales, que tieneden
a reducirlo a baja frecuencia debido a una mayor movilidad diferencial. En el caso de
grafeno sobre SiO2, la potencia del ruido emitida a bajas frecuencias se reduce notable-
mente respecto al caso de grafeno suspendido, y de forma más moderada en comparación
al caso de grafeno sobre h-BN.

En condiciones transitorias originadas por satos bruscos en el campo, estudiamos las
fluctuaciones de velocidad en grafeno suspendido, sobre SiO2 y sobre h-BN. La evolu-
ción de las propiedades (vector de onda, energía y velocidad de deriva medias) de los
portadores entre los dos estados estacionarios se estudiaron microscópicamente. Las
fluctuaciones se analizaron mediante una correlación a dos tiempos y descompuesta en
dos contribuciones: convectiva y térmica. En los transitorios de campo bajo a alto, la
función de correlación aumenta su pendiente con el tiempo transcurrido desde el salto.
Junto a la aparición de valores negativos, esto provoca que la densidad espectral de las

144



7.3. CONCLUSIONES

fluctuaciones de velocidad alcance un máximo en el dominio temporal a bajas frecuen-
cias, y un máximo en el dominio espectral en el rango de THz. Las fluctuaciones de la
orientación del vector de onda (contribución convectiva) dominan sobre las fluctuaciones
de energía (término térmico). En el transitorio referente al salto de alto a bajo campo,
la pérdida de correlación se atenúa a lo largo del tiempo pasado tras el salto, lo que
produce una densidad espectral de las fluctuaciones de velocidad que se asemeja a una
Lorentziana que crece para bajas frecuencias a medida que el tiempo transcurre.

La respuesta no lineal de la velocidad de deriva se examinó como un enfoque posible
para la generación de armónicos de orden alto bajo la aplicación de un campo eléctrico
oscilante. Observamos velocidades medias instantáneas bien diferenciadas dependiendo
de la frecuencia y magnitud del campo oscilante. Mediante el estudio de los coeficientes
de Fourier de esta respuesta, descubrimos que la mayor potencia de armónicos altos se
consigue para frecuencias bajas y campos altos. Además se analizaron las fluctuaciones
de velocidad para determinar el ruido de fondo que pudiera enmascarar la detección
de los armónicos generados. Para este propósito se evaluó la densidad espectral de
las fluctuaciones de velocidad. Mediante la transformada de Fourier discreta sobre la
velocidad de partículas individuales obtuvimos los mismos resultados espectrales para las
contribuciones superpuestas armónica y del ruido. Finalmente, la posibilidad de generar
y detectar estos armónicos de orden alto se evaluó en función del ancho de banda límite
mediante las magnitudes previamente calculadas. El tercer armónico se podría detectar
con un ancho de banda de 10 GHz para fAC de 50 y 300 GHz, mientras un ancho de
banda de 0.1 GHz sería necesario para detectar el quinto armónico a una frecuencia de
300 GHz y el noveno para 50 GHz. Estos valores son más restrictivos que los que se
encuentran en compuestos semiconductores III-V; sin embargo debería tenerse en cuenta
que la consideración de fonones calientes e interacciones portador-portador supone una
importante fuente de fluctuaciones de velocidad, y por tanto de ruido.

Ultrafast dynamics of photoexcited carriers

Estudiamos la dinámica de portadores fotoexcitados en grafeno monocapa intrínseco en
relación a la longitud de onda del pulso de luz y la densidad de portadores excitados.
La evolución del conjunto de portadores se identificó en términos de la temperatura de
los mismos. A escalas de tiempo rápidas (decenas de femtosegundo), la dinámica está
gobernada por procesos portador-portador (tanto intra- como interbanda), provocando
una rápida caída de la temperatura de los portadores.

Debido a la cantidad de estados libres a energías bajas y la distribución altamente
energética de los portadores excitados, se genera una gran cantidad de pares electrón
hueco mediante ionización por impacto en los primeros 100 fs. Llegó a observarse una
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multiplicación de portadores de hasta cuatro veces la densidad de portadores fotoexcita-
dos, siendo este factor dependiente de la relación entra la energía del fotón y la densidad
de portadores fotoexcitados.

El proceso descrito conduce a la aparición de una distribución térmica. Seguidamente,
la relajación está protagonizada por un proceso de enfriamiento caracterizado por la
transferencia de energía desde los portadores hacia la red mediante colisiones portador-
fonón. En una escala de tiempo de picosegundos, la recombinación asistida por fonones
lidera la etapa de enfriamiento interbanda.

Los fonones calientes son un factor muy relevante en la dinámica de portadores fo-
toexcitados. Debido a la rápida emisión de fonones, estos son llevados lejos del equilibrio,
lo que provoca un incremento en la proporción de colisiones de absorción respecto a las de
emisión, lo que ralentiza la relajación del sistema de electrones y huecos en comparación
con el caso en el que los fonones fuera de equilibrio no se considerasen.

Se ofreció una comparación considerando distintos sustratos. El apantallamiento
producido por el entorno dieléctrico es relevante en los primeros instantes de la termal-
ización, dado que las interacciones portador-portador se ven atenuadas, reduciéndose por
tanto la tasa de enfriamiento. A tiempos más tardíos, la aportación de nuevos canales
de relajación mediante colisiones con fonones polares superficiales acelera el enfriamiento
intrabanda y las tasas de reombinación. Además, estas vias alternativas de enfriamiento
reduce el calentamiento de los fonones intrínsecos del grafeno.

Mediante técnicas de espectroscopía diferencial resuelta en el tiempo basado en mon-
tajes experimentales de bombeo-sonda (pump-probe), se intentó llevar a cabo la carac-
terización de estos procesos. Se encontraron dificultades relativas a la alineación de los
haces sobre la muestra y la amplificación de la señal, lo que dificultó la obtención de re-
sultados en una forma clara y consistentemente repetible. Por otra parte, los resultados
simulados de transmisión diferencial obtenida con el simulador Monte Carlo muestran
un buen ajuste con los datos experimentales encontrados en la literatura.

Graphene-based devices

La base fundamental para extender el simulador de material hacia un simulador de dis-
positivos ha sido presentada, desarrollada, e implementada: la definición geométrica, el
movimiento de los portadores en el espacio real, y la solución autoconsistente del campo
eléctrico han sido debidamente detallados.

El transporte ambipolar, inherente a la carente de gap de la estructura de bandas del
grafeno, presenta ciertas dificultades que no son usuales en semiconductores tradicionales.
En una primera versión del simulador Monte Carlo de dispositivos basados en grafeno,
en la configuración de transistores de efecto campo en condiciones de baja polarización,
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las características de transferencia y de salida son compatibles con las de prototipos
experimentales encontrados en la literatura y los obtenidos con modelos compactos.

Sin embargo, son necesarias algunas mejoras para poder tratar condiciones de polar-
ización más extremas. Esto puede ser debido a factores como ciertos problemas encon-
trados con la inyección en los contactos, o la influencia del fenómeno de túnel Klein, que
es de gran importancia debido a la ausencia de gap en grafeno.

7.4 Trabajo actual y perspectivas futuras
Durante la elaboración de esta tesis, me he visto involucrado en diversas temáticas que
no estaban contempladas en el plan de investigación inicial. El simulador ha sido de-
sarrollado de forma modular, con el fin de poder simular otros materiales 2D. En el
momento de la escritura de esta tesis, hemos realizado algunos estudios sobre siliceno;
las publicaciones relacionadas están recogidas en el apéndice appendix B.

Actualmente estamos trabajando de activamente en el modelado de molibdenita
(MoS2) y otros dicalcogénos de metales de transición. Los planos a corto plazo consisten
en estudiar la difusividad de los portadores, fluctuaciones y los efectos de la degeneración
en estos materiales.

Aún queda trabajo por terminar en lo referente al simulador de dispositivos hasta
conseguir su pleno funcionamiento en ciertas condiciones donde ahora falla. Una vez estas
contingencias queden solucionadas, se podrán abordar el estudio teórico de los efectos de
sustrato, impurezas y defectos en el rendimiento de FETs basados en grafeno, así como
la caracterización de pequeña señal de estos dispositivos. Además, el simulador se ha
preparado para lidiar con dispositivos definidos en las tres dimensiones, así como para
geometrías planares como diodos autoconmutantes o transistores de deflección balística,
de modo que llegado el momento es plausible que se estudie este tipo de estructuras una
vez el simulador alcance el nivel necesario de madurez.

Para terminar, mientras se está escribiendo esta tesis, estamos trabajando en una
descripción de la electrodinámica que acopla consistentemente el flujo de carga y campo
electromagnético por medio de la técnica de las diferencias finitas en el dominio del
tiempo. El propósito es analizar el comportamiento dinámico ante una perturbación
externa, lo que permitiría obtener la conductividad AC dependiente de la frecuencia.
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APPENDIX A. DETAILS ON THE IMPLEMENTATION OF CARRIER
SCATTERING INTERACTIONS IN THE EMC SIMULATOR

In this appendix the implementation of carrier-carrier interactions in monolayer graphene
for the ensemble Monte Carlo simulator will be covered in order to offer a complete un-
derstanding of such topics introduced in section 2.4.

A.1 Physical parameters

A.1.1 General MLG parameters

Quantity Description Value
ρm Mass sheet density 7.6 kg/m2

vF Fermi velocity 106 m/s
dVdW Van der Waals separation with the sub-

strates
4 Å

Table A.1: General physical parameters of monolayer graphene.

A.1.2 Intrinsic phonons

Type Dtype,ν ~ων(q0) vν τν

Phonon interaction (see caption) (meV) (104 m/s) (ps) Refs.
TA/LA-Γ D1 6.8 2 [128]

TA/LA-K D0 35 124 5 [121, 132]
TO-K/LO-Γ D0 100 164.5 2.5 [121, 131]

Table A.2: Parameters for the intrinsic phonon scattering in monolayer graphene in the de-
formation potential approximation. The deformation potential in the third column can refer to
the first-order deformation potential (D1, for elastic phonon collisions) whose units are eV, or
to the zeroth-order deformation potential (D0, for inelastic phonon interactions), which units
are given in eV/nm.
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A.1.3 Dielectric substrates

In the following table we summarize the relevant physical parameters for the model.

ϵ0 ϵ∞ ~ωSPP1
~ωSPP2

Dielectric (meV) (meV)
SiO2 3.9 2.5 59.98 146.51
h-BN 5.09 4.1 101.7 195.7
SiC 9.7 6.5 116.0 –

HfO2 22.0 5.03 19.42 52.87
Al2O3 12.53 3.2 55.01 94.29

Table A.3: Relevant parameters for the definition of surface polar optical phonons of a dielectric
substrate as seen in section 2.4.6. Data taken from [147].

A.2 EMC treatment of carrier-carrier interactions

Dealing with two-particle interactions supposes a complex task to deal with in an en-
semble Monte Carlo model. In this section the approach employed to implement these
effects is explained with detail from the final equations presented in section 2.4.3.

A.2.1 Intraband scattering

We are interested in obtaining an expression for carrier-carrier scattering based on the
energy of the particle. With such purpose we take equation (2.63) as an starting point.
Computing an accurate scattering rate is a computational power and time-demanding
task, so some simplifications are made. First, it is observed that maximum probabilities∫ 2π

0
Ξ(s,k, s2,k′

2, θ
′) dθ′ are achieved when the angle between k and k2 is (1− ss2)π/2.

Also, for a particular magnitude of k, the scattering probability increases with the modu-
lus of k2. We, then, select a k2 ∼ kMAX magnitude sufficiently large (usually at the edge
of the simulated energies kMAX = εMAX/~vF ) and, instead of performing the calcula-
tion of the scattering rate weighted over each state occupation, we calculate a magnified
probability as:

Γ̃(MLG)
c-c (ε) =

Ω2

(2π)2
NP (±s > 0)ξ∫ 2π

0

Ξ
[
sign(ε);

(
|ε|
~vF , 0

)
,±sign(ε), (∓kMAX, 0), θ

′
]
dθ′, (A.1)
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where with NP (±s > 0)ξ we are counting for the total electron (+s > 0) or hole (−s > 0)
densities according to the sub-band, s where they are, +(−)sign(ε) stands for intra-
band (interband) interactions, and the vector (∓kMAX, 0) is the maximum length of the
wavevector under consideration with the opposite (for intraband) and same (for inter-
band) interactions. This way it is assumed that all the particles are occupying the same
(overoccupied) state and therefore that all would interact with such maximum probabil-
ity.

This way, we have avoided performing the integral over all the reciprocal space, saving
calculation time. On the other hand, this is done at the expense of obtaining a larger
scattering probability. This involves more frequent selection of interband carrier-carrier
interactions, some of which should not take place. Therefore, when a carrier-carrier
scattering event is selected, a random particle from the congruent ensemble (electrons
or holes) is randomly chosen, being its sub-band s2 and wavevector k2. Then, the total
probability

∫ 2π

0
Ξ(s,k, s2,k2, θ

′) dθ′ is compared against the maximized probability from
equation (A.1) in a Monte Carlo rejection procedure. Finally, the final states for the
two particles are set by selecting the appropriate final angle of the triggering particle, θ′,
according to the probability distribution of Ξ(s,k, s2,k2, θ

′).

A.2.2 Auger processes

The inclusion of collinear events in the EMC simulator is a complex task. We part from
equation (2.66), which gives the probability of a triggering particle of energy ε to in-
teract in the collinear limit with all possible mating particles at energies ε2, regardless
on the type of interaction (impact ionization or Auger recombination). However, we
are interesting in separating the different contributions, differentiating between all the
mechanisms depicted in 2.7. Moreover, in the EMC simulator it is neccesary to distin-
guish between the triggering and mating particle. Consequently all the cases depicted in
figure 2.7 particle splint into the eight cases shown in figure A.1 (a) to (h). In the first
row –figures A.1 (a) to (d)– we have the impact ionization collisions, while on the second
row –figures A.1 (e) to (h)–, there are the Auger processes. In the first two columns, the
two interacting carriers initially lie in the same band, while on the third and fourth, the
two carriers belong to initial states in conduction and valence band. The final distinction
in the EMC regards which particle (the one that triggers the mechanisms or the one
that is selected) is doing the interband transition, being the triggering particle the one
switching band in the first and third column, and the mating particle in the second and
fourth.

A simulation framework dealing with an electron and hole description for carriers in
the conduction and valence bands respectively implies that the only-electron view of the
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Figure A.1: (a) to (h) Different collinear events as seen from an “only-electrons” perspective:
(a) to (d) represent impact ionization transititions, and (e) to (h) impact Aguer recombination
mechanisms. The cases on the left –(a), (b), (e) and (f)– involve two electrons that lie in the
same band, while those on the right –(c), (d), (g) and (h)– involve two electrons in different
bands. Equivalent transitions –for example, (a) and (b)– are considered distinctly from the
EMC perspective according to the particle which is triggering the event, which is depicted in
orange, while the mating electron is black. The four cases on the bottom row represent the
EMC treatment of the particles considering a system of electrons and holes in the simulator,
corresponding (i) to (a), (j) to (b), (k) to (g), and (l) to (h).

Auger interactions presented can not be carried out as depicted in figures A.1 (a) to (h).
Instead, electron-hole collinear interactions should be considered in the cases (a), (b), (g),
and (h). In these cases, instead of the electron in the valence band, we consider a hole
that performs the complementary (opposite) transition, as depicted in figures A.1 (i), (j),
(k), and (l). According to this, the probabilities for each case are computed as in (2.66)
and the occupation function f(ε2) is that of the kind of particle that must be chosen
for the interaction. On the cases where an electron on the valence band travels to the
conduction band, like in figures A.1 (g) and (h), these electrons are created upon the
assumption of the absence of a hole, and f(ε2) is always taken as 1.

Equation (2.66) supposes a isotropic carrier distribution. However, in this PhD the-
sis, out-of-equilibrium phenomena has been in the spotlight. In order to correctly deal
with this circumstance, the collinear scattering probabilities are updated every time step
according to the updated distribution function. However, this can change even along a
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Figure A.2: Illustration of the enhanced carrier occupation for the calculation of collinear
scattering rate. Electron and hole distribution functions are computed separately in order to be
included in equation (2.66) according to the type of transition.

single time step.
To let the model correctly capture the out-of-equilibrium state of the system, instead

of f(ε2), an enhanced occupation is considered. We achieve this by a convolution of the
instantaneous distribution:

f̃e,h(ε, t
′) = min

{
1,

∫ ∞

−∞
fe,h(ε, t−∆t)Cf̃ exp

[
(ε− ε′)2

2σf̃

]
dε′

}
, (A.2)

where σf̃ and Cf̃ are parameters set so that f̃ is somewhat greater than f , as illustrated
in figure A.2. Considering this enhanced occupation function, a scattering probability
higher than that corresponding to the real distribution function is obtained. Therefore,
when a collinear scattering event is selected a rejection step must be added in order to
correct this overestimation. When a collinear event is selected in the standard Monte
Carlo work flow, the following succession of events takes place. First, the energy of the
mating particle chosen according to the distribution

∫
f̃(ε2)Pcoll(ε, ε2, ε

′)dε′, which was
stored in memory at the moment of calculating the probabilities. Then, the rejection
step considering the real fs2(k2) occupation and f̃(ε2) is performed. If the later did
not overestimate the former, a particle is chosen around k2. Then, the final energy of
the triggering particle is selected according to the distribution of Pcoll(ε, ε2, ε

′) given
the boundaries of ε′ where the selected type of transition is fulfilled. Finally, the Pauli
exclusion principle is evaluated for both particles. In the case that the transitions are
accepted, electron-hole pairs are created or annihilated depending on the interaction
type.
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